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ABSTRACT 

A DESIGN METHODOLOGY FOR ADDRESSING CROSSTALK 
IN INTEGRATED CIRCUITS 

by 

Phiroze N. Parakh 

Chair: Richard B. Brown 

This dissertation focuses on a design methodology for addressing capacitive 

crosstalk. Crosstalk is a severe problem in the field of VLSI design where aggressive 

scaling of interconnect pitch has led to increased capacitance between adjacent traces, 

causing non-linear interactions evidenced as timing violations and erroneous circuit 

activity. New process technologies will achieve tighter metallization, increased clock 

frequencies, smaller voltage swings and longer interconnect. Estimates show these trends 

will double the impact of crosstalk during the next decade. 

A physical design methodology that accounts for crosstalk with accurate and 

consistent estimates of wiring constraints throughout the design flow is presented. By 

maintaining a consistent view across the design flow, violations due to crosstalk become 

predictable, and therefore, avoidable. A case is made for estimating crosstalk using an 

empirical model, avoiding crosstalk using congestion-driven placement, and reducing 

crosstalk via a global-route embedder. 

Accurate models for crosstalk interactions are required to achieve timing 

convergence. A computationally efficient empirical model for crosstalk impact that 

captures noise and delay-changes on coupled conductors is presented. It permits a 

performance-driven approach that is superior to the popular method of minimizing 



adjacent capacitance for addressing crosstalk. Simulations show the model to be accurate 

within 8% for wire-delay and 10% for noise. 

A strong correlation between crosstalk and wiring congestion is demonstrated. 

Experiments on designs ranging from large standard-cell groups to a microprocessor show 

a majority of the critical nets have more than 50% of their length passing through regions 

of high congestion. Through interplay between a wiring-engine and quadratic placement, 

a global treatment of congestion is demonstrated. Experiments show up to 20% 

improvements in the wireability of designs. 

A new method for mitigating the impact of crosstalk, route embedding, is 

presented. It simultaneously modifies a set of route structures to satisfy timing and noise 

constraints while maintaining routing constraints. Linearized crosstalk constraints are 

derived and satisfied for the expected noise and wire-delay at critical sinks. This is 

achieved by computing new spacings and inserting ground shields. Routing capacity 

constraints are enforced to guarantee a detailed routing solution. The methodology results 

in embeddings that satisfy a range of crosstalk constraints for all test cases. 



PREFACE 

List of Symbols that frequently occur in Chapter 2 and Chapter 5. 

a{t) Aggressor signal. 

a Empirically derived constant for wire-delay change due to crosstalk. 

aa Aggressor signal arrival-time. 

ae Aggressor signal edge-rate, 

a ' a-parameter between nets n and e. 

ac a -parameter within gcell c on net n 

ac' c Average a-parameter for n in gcell c. Average of a"'e for all e e <|>e 

ß Empirically derived constant for noise amplitude due to crosstalk, 

ß ' ß -parameter between nets n and e. 

ßc ß -parameter within gcell c on net n 

ßc   
c Average ß -parameter for n in gcell c. Average of ß"'e for all e e tyc 

c A gcell. 

Cc Line-to-line (coplanar) capacitance. Also crosstalk capacitance. 

8a Temporal Proximity: Arrival time difference, normalized by ve. 

eK Dielectric constant multiplied by the permitivity of free space. 

/, Tangent for linearization of empirically derived crosstalk model. 

®k Set of nets passing through all gcells in nk. 

git j gcell at index i, j. 

T Union of all Kn
k; k e 0. 

h Distance of conductor from substrate. 

k A sink. 

ki Ith residue for RC circuit. 

/ Coupled length between two adjacent lines. 

IV 



Ll Cardinality of n"k ( 
n 

*k )■ 

h Maximum value for /, when spacing is minimum. 

h Maximum value for /, when spacing is s •. 

mi /   circuit moment. 

Ml Noise Margin at sink k of net n. 

n A net. 

©,•(«,-, Sj) Offset (y-intercept) for /,-. 

Pi fth pole for RC circuit. 
n Path (set of gcells) from net n 's source to sink k. 

P Conductor Resistivity. 

0 Set of critical sinks. 

ra Aggressor driver output resistance. 

rv Victim driver output resistance. 

S Line-to-line spacing. 

s0 Minimum spacing of two adjacent lines. 

SJ ;* times minimum spacing (s). 

Slack at sink k of net n. 

t Thickness of conductor. 

T Change in wire-delay due to crosstalk. 

< Change in wire-delay at sink k on net n due to crosstalk. 

ui Point on crosstalk curve at which /,. is tangent. 

v(0 Victim signal. 

ve Victim signal edge-rate. 

Va Victim signal arrival-time. 

W Line width. 

Xi Point at which fi and /,. + j intersect. 

\x\ Cardinality (size) of set x. 

(x) Expectation value for x. 

y A routing layer. 

c Noise amplitude at sink k on net n due to crosstalk. 

? Crosstalk induced noise amplitude. 

V 
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CHAPTER I 

INTRODUCTION 

Scaling of VLSI process technology has invalidated many of the simplifying 

assumptions in VLSI CAD. The inability to handle historically second-order wiring 

effects, such as crosstalk-delay and noise, manifests itself in increased numbers of design 

iterations. Timing errors and logical upsets due to crosstalk, illustrate the severity of this 

problem, and in addition the need for a proper solution. The inaccurate models and 

reactive back-end processes for addressing crosstalk in current design methodologies are 

inadequate. A physical design methodology that accounts for crosstalk, with accurate and 

consistent estimates of wiring constraints, throughout the design process, is required to 

eliminate the need for multiple design iterations. 

1.1     Overview 

The semiconductor industry is fueled by the cost-effectiveness of scaling. Designs 

are routinely implemented with 0.18p,m feature sizes and are predicted to reach 0.08um 

by 2006. Deep sub-micron (DSM) metallization has effectively invalidated assumptions 

that have previously shaped CAD for VLSI. Historically, the analysis of second and third- 

order effects such as crosstalk, RC-delay and electromigration were reserved for clock 

nets, long busses and power rails. However, the model of interconnect as a zero-delay (or 

capacitive) connection between the driver and receiver is no longer valid, causing many 

CAD methodologies to produce unacceptable solutions. The following quote succinctly 

illustrates the concerns of the VLSI physical-design industry: 

14 
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"What people really mean when they refer to the deep sub-micron problem 

is that old abstractions are no longer adequate. The physics that were so 

neatly packaged by these abstractions are coming back with a vengeance as 

new technologies cause the relative importance of various phenomena to 

change. We have reached the point that wires matter more than gates in 

layout and power consumption. Should we continue to focus on logic 

minimization? With current ASIC methodologies beginning to fail it is 

crucial that we embark on the development of new abstractions and 

methodologies that make the right trade-offs for today's technologies and 

focus on speed and power rather than area." - [86] 

Currently, CAD tools do little to mitigate signal integrity problems [58]. However, it is 

imperative to address these issues as a significant percentage of nets in a 0.25|xm process 

(and lower) may be affected by one or more DSM issues: 

• Crosstalk: A dynamic phenomenon that cannot be simulated by static 

analyzers. It can cause unpredictable glitches, timing violations and 

erroneous operation. 

• Noise: The trend to reduce power supply voltages and threshold voltages 

has made circuits more susceptible to power supply noise. 

• Temperature: Thermal gradients in large chips result in gate threshold 

differences and, therefore, reduced noise margins. It effects timing and 

reliability. 

• Processing variations: Extremely thin gate-oxides (10-12 Ä) amplify the 

impact of impurities and variations in thickness, causing noticeable 

threshold shifts, manifest as cross-chip gradients. This is of prime concern 

in analog design, DRAM's and other sensitive circuitry. 
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Figure 1.1      Metalization cross sections. 

Term X is the minimum feature size of the technology. Terms Cc and Cs are 
the coupling and substrate capacitances respectively. 

Of these, capacitive crosstalk is receiving the most attention as it is proving to be a major 

reason for increased design iterations and failed timing constraints. The following quote 

by an Intel manager emphasizes the need for a design methodology to address crosstalk. 

"With 4.5 million transistors, 0.35^im rules and a complex multilayer 

structure, the P55C is a prime example of deep-submicron design. Only a 

small part of the 4.5 million transistors are in highly regular structures like 

the cache. Most are in data paths and control logic. If there is a land mine in 

the design flow for a deep-submicron chip, it is crosstalk". [57] 

The significance of these issues in all stages of VLSI CAD, has prompted much 

research into effective modeling of capacitively coupled RC delay and the mitigation of 

crosstalk through a physical design flow. 

1.2    Defining Crosstalk 

Capacitive crosstalk, also referred to as capacitive coupling, becomes significant 

when the spacing between conductors becomes comparable to (and less than) the 

thickness of the conductors. From Figure 1.1 it can be seen that DSM metallization is 
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characterized by high aspect ratios and dense interconnect. This implies a higher coupling- 

capacitance to substrate capacitance ratio. The larger, parasitic coupling capacitance 

between two such conductors will impact signal delay and integrity. Accurately predicting 

delay (and noise) along a path becomes problematic as the delay depends upon the 

substrate and coupling capacitances. Which, in turn, is a function of the input data, logic 

and timing behavior and structure of the neighboring interconnect. While crosstalk 

between adjacent wires can lead to timing errors, more catastrophic events such as logic 

upsets can occur due to crosstalk between nets and sensitive nodes. In a multi-layer 

metallization process, each layer adds uncertainty by adding its parasitic capacitances. 

The cost of an increased number of design iterations due to these uncertainties, motivates 

the need for predictive control of crosstalk. 

Current solutions to crosstalk include post-routing optimization by spacing adjacent 

conductors, switching metal layers, and in some cases by selectively re-routing critical 

nets. No place-and-route strategies for minimizing noise on critical nodes have been 

published in the literature for digital VLSI. Furthermore, there is no comprehensive 

methodology for addressing these issues at a global level in VLSI CAD. 

1.3     Technology Roadmap 

Driven by the cost effectiveness of greater integration, shrinking metallization 

leads to narrower wires (lower capacitance to substrate) and reduced spacing. Sematech, a 

government-sponsored consortium of semiconductor and Electronic Design Automation 

(EDA) companies, provides a roadmap that predicts this continual scaling. The primary 

driver of this Semiconductor Industry Association (SIA) roadmap [1] is the continuation 

of Moore's Law [83]. The roadmap predicts shrinking metallization, increasing clock 

frequencies (faster edge rates), smaller voltage swings and longer interconnect. Tighter 

metallization implies reduced pitches, narrower conductors and therefore rising wire 
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Table 1.1  Interconnect Parameters: 1995 and 1998 SIA Roadmap. 

The reduction in interconnect resistance (R) and coupling capacitance (Cc), 
between the SIA-1995 and SIA-1998 technology roadmap is due to the 
introduction of copper metalization and low-k dielectrics. 

SIA YEAR: 1995 1998 1995 1998 1995 1998 

Year 
Pitch 
(nm) 

R 

(i2/sq) 
Cc 

(fF/nm) Aspect Ratio 

1999 420 0.290 0.044 0.19 0.08 2.0 1.8 
2001 360 0.290 0.046 0.21 0.07 2.5 2.0 
2003 300 0.840 0.053 0.24 0.06 3.0 2.1 
2006 240 1.340 0.057 0.27 0.06 4.0 2.4 

resistances [Table 1.1]. In an effort to control the rising resistance of the wires (and 

maintain the RC product), the aspect ratio is increased, thereby increasing the inter-wire 

(coupling) capacitance. Longer interconnect increases the dominance of interconnect 

delays and the susceptibility to capacitive coupling effects. Finally, lower voltages 

compounded by reducing thresholds will make designs increasingly sensitive to supply 

and crosstalk induced noise. 

This analysis can be analytically interpreted. If all dimensions are uniformly scaled by S, 

then the following claims can be made: 

1. Coupling capacitance will scale by S 

2. Capacitance to ground will scale by 1/5 
2 

3. Crosstalk per unit length will scale by S 

However, due to fringe effects, the lateral (side wall) capacitance does not scale as 

effectively as the ground capacitance, and the actual scaling factor may be 5n, where n is 

between one and two [40]. Figure 1.2 plots the ratio of coupling to substrate capacitance. 

Note that the ratio is predicted to be around 4:1 by the year 2001 and rises to 6:1 by 2012. 
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1997 2001 2006 2009 2012 

Figure 1.2      1998 SIA roadmap increase in capacitive crosstalk. 

The rise in interconnect-resistance, due to interconnect scaling, is compensated 
by increasing interconnect-thickness. Thus an increase in the ratio of coupling 
to substrate capacitance is predicted. 

To study the effect of technology scaling on interconnect delay, two coupled RC lines 

were scaled and simulated using SABER for each of the SIA-1998 projected technologies. 

The lines were coupled for lOOOum and driven by drivers of varying relative strength. The 

amplitude of noise, induced by crosstalk is measured when one signal is kept quiescent 

RELATIVE DRIVE STRENGTH 

B 0.25 

D  0.50 

0   1.00 

1999 2001 2003 2006 
Figure 1.3      Crosstalk noise impact due to technology generations. 

This chart was generated using the simulation methodology described in Sec- 
tion 2.3.1 on page 43. The increase in noise-amplitude, over the projected tech- 
nologies, points to the severity of crosstalk. 
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Figure 1.4      Crosstalk delay impact due to technology generations. 

This chart was generated using the simulation methodology described in Sec- 
tion 2.3.1 on page 43. The increase in crosstalk-induced wire delay, over the 
projected technologies, points to the severity of crosstalk. 

during the other's transition. By comparing their coupled delays, when driven by opposing 

waveforms, to the delay of a signal without coupling, the change in delay due to coupling 

is determined. The simulated results, shown in Figure 1.3 and Figure 1.4, show the impact 

of coupling doubling by the next decade. Thus, interconnect behavior will become 

strongly dependent on the switching activity of adjacent conductors. The unpredictable 

dependence on the physical location of wires will increase the number of timing 

violations. This points towards the severity of crosstalk and the need to address it. 

1.4     The Current State of CAD 

Traditional physical design methodologies are centered around the cornerstones of 

CAD: placement and routing. Both are driven by the desire to minimize die size. Typical 

constraints on a design include timing requirements and power budgets. The incessant 

march of technology has increased the importance of these constraints to the point where 

they now enjoy greater importance than the original objective of minimizing area. Timing 

convergence has become the singular driving (and selling) force for most methodologies. 



21 

A design will not be fabricated until it has met its timing requirements; this is true for 

ASIC's and high-performance microprocessors alike. 

To avoid the need for achieving timing-convergence through multiple design-iterations, 

major efforts in synthesis and post-route optimizations have been made. As shown in 

Figure 1.5, these include wire-modeling, performance driven buffering, RC-tree 

modeling, wire-sizing, performance driven routing and numerous other schemes. Wire- 

modeling during synthesis is critical to achieving timing convergence. An inaccurate 

model will require resizing or even re-synthesis. Again, during placement, performance 

driven slack allocation schemes attempt to drive a placement towards timing convergence. 

However, the validity of the solution is again determined by the wiring load model. 

Finally, a design will not achieve timing convergence, if the assumptions made by the 

placement and synthesis tools are not satisfied during detailed routing. Post-optimizations 

such as wire-sizing, repeater insertion and buffer sizing help direct a design towards 

timing convergence. However, the lack of attention paid to crosstalk can invalidate the 

aforementioned wire models and cause these steps to iterate with no guarantee of 

convergence. 

In the following section, a critical analysis of recent place and route algorithms is given. 

The merits and concerns with the various methodologies are listed. Finally, an analysis of 

the CAD methodology implemented for the University of Michigan high-performance 

microprocessor project (PUMA) is presented. 

1.4.1    Placement 

Placement assigns physical locations for the instances of a netlist while 

minimizing wiring cost. Violated routing-congestion and timing-constraints are the 

primary causes of iteration during placement. For a given netlist, the total active area is 
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Figure 1.5      Typical CAD design methodology with iterative flow. 

Iterations are indicated by dashed lines. The cause of the iteration is indicated 
adjacent to the line. Each iteration serves to improve the wiring-model and thus 
guide the design to meet timing specifications. 

fixed, providing a lower bound for a placement expression. Any increase in area from this 

minimum occurs due to routing. For example, in a standard-cell centered design 

methodology, channel heights directly impact the total design area. Therefore, the 

objective of most placement algorithms is to reduce the total interconnect length. In the 

general sense, reducing wire-length lessens the demand imposed on routing resources, 
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REPEATEDLY PARTITION 

WHILE MINIMIZING NETCUT 

Figure 1.6      Constructive placement minimizing netcut cost. 

A net-based graph is partitioned by minimizing its cut-cost. This results in two 
partitions. Again, using a minimum cut-cost metric, each is independently par- 
titioned to produce a total of four partitions. This process continues until each 
partition contains one node of the graph. 

thereby reducing area. The lack of information related to wiring supply will require 

iterations to satisfy congestion. Performance-driven placement addresses the critical path 

issue by weighting nets with area and timing costs [37, 52, 138]. Critical to these 

methodologies are the ability to predict a route topology for a given net and then estimate 

its delay. It is obvious that improper abstractions will not aid in timing convergence. 

Most placement schemes are classified as either constructive (net based) or 

iterative (path based). Constructive algorithms start with an unplaced netlist and then build 

towards a complete placement expression. Cluster-growth and partition-based placement 

algorithms are examples of constructive placement schemes [130,75,6]. They typically 

make use of a net-based graph and attempt to minimize the netcut cost (Figure 1.6). This 

allows the cost-to-route (area) from one sub-block to the next to be minimized. For the 

general case, this cost is a function of the number of partitions it spaned by a net. Typical 

enhancements to this function include modeling absorption cost, clique cost and quadratic 

cost. The various net models used by these placers epitomize the heuristic nature of this 

process. Unfortunately, these cost functions are poor abstractions of the rectilinear tree 
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generated by a global and detailed router. An improved cost function is a minimum 

spanning tree approximation [80]. 

The concept of placing highly connected blocks within a partition was originally 

formulated for PCB designs. It is understood that, placing highly connected blocks 

together improves placement quality by reducing the connection cost, making netcut cost 

an abstraction of wiring for placement. However, an unconstrained netcut cost that places 

highly connected blocks together without supply-demand metrics will increase congestion 

and the burden on the router. Various devices such as quadrisection and terminal 

propagation have been developed to better model the creation of partitions and direct the 

netcuts. Suaris, et al. [136], developed the first quadrisection scheme by partitioning a 

network along two perpendicular cut lines, into four parts of predetermined sizes such that 

a cost function based on the crossing patterns is minimized. However, this cost function 

involved only the cost of the current partition level and failed to address this cost globally. 

Terminal propagation developed by Dunlop, et. al. [38], allowed the placement of modules 

into partitions to be influenced by external connections or 10 pads. This approach, which 

adds dummy cells at fixed locations to influence the inclusion of cells within a partition, 

appears to be crucial in reducing congestion with netcut based schemes. Furthermore, the 

quality of the final routed solution is similar to the iterative schemes at a much lower 

computational cost. 

As opposed to constructive schemes, iterative algorithms approach placement 

globally. Figure 1.7 depicts an iterative algorithm for incrementally updating a complete 

placement expression to minimize a cost function. Placement engines use annealing, 

genetic algorithms or numerical methods to minimize the cost function. Total wire-length 

is widely accepted as a metric to guide iterative placement algorithms. Reducing the 

global wire length helps reduce the total wiring demand. However, it does not account for 

wiring supply, and may exacerbate the local demand/supply ratio. It is common for a 
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Figure 1.7      Iterative placement. 

An iterative placement algorithm will repeatedly modify the current placement 
until a terminating condition is met. Each modification is directed towards 
improving a global objective function. 

minimum wire length approach to require more tracks for routing through a region than 

are available or necessary. This is because total wire-length only models half of the 

congestion equation (demand) and does not model the actual behavior of the router. The 

quadratic placement solver GORDIAN, by Sigl et al. [68], uses numerical methods to 

solve sets of constrained linear equations. These linear equations represent the squared 
2 2 wire-length metric (Ax + Ay ) constrained by center-of-gravity equations. Despite their 

global outlook on wire-length quadratic placers are unable to account for congestion. 

Quadratic placement is currently the industry norm for placement dealing with 100K+ 

instances and is frequently used as a seed for low temperature annealers that reduce local 

congestion [17]. 

The current problem in determining placement stems from the fact that most 

algorithms fail to correctly account for routing resources. With small examples, a wire 

length model might suffice, as the strain on resources is minimal. However, with the rising 

size of netlists, this model fails to achieve minimal area because it incorrectly accounts for 

routing resources. Placement engines driven by an accurate wiring model can better 

address congestion. The challenge lies in modeling the router, since the inclusion of a 

detailed route algorithm within the inner-loop of a placement algorithm is impractical. 

Innovations, and compromises, have lead to methods that permit routing during 
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placement. Mayrhofer et al [80], apply a multi-partitioning heuristic to solve congestion. 

After assigning sets of cells to partitions, wire assignment using Steiner trees [ref] is 

performed. By pre-computing the Steiner trees, they were able to trivially evaluate the cost 

of the partition. Furthermore, by constraining the assignment, they substantially reduced 

and equalized congestion. However, the time and space complexity needed to precompute 

the Steiner trees made the scheme unsuitable for generating more than 16 partitions. 

Huang, et al. [56], enhanced the original quadrisection-based placer by implementing a 

new general gain update scheme that captured detailed placement objectives on a per-net 

basis. By using a minimum spanning tree (MST) cost for each net, they were able to better 

represent the cost of each net. Of importance is the fact that they were able to globally 

place and route. The loose global route performed after each quadrisection was used to 

guide the next quadrisection, creating results competitive with the leading numerical 

solvers. This concept of updating the next iteration using the previous iterations' 

congestion data is used within the congestion-driven quadratic placement algorithm 

presented later. 

Route estimation is crucial to placement. Most methods mentioned above, lacked an 

adequate expression for the physical manifestation of routing. This leads to a lack of 

understanding, prediction and control of congestion, and eventually to crosstalk 

hazards.The placement paradigm which makes routing a function of placements not valid. 

The need to drive placement with an accurate cost of routing congestion is evident. 

1.4.2   Routing 

As illustrated in Figure 1.5, routing has traditionally followed placement. Routing 

determines the physical structure of the wires that connect the placed cells. The 

complexity of routing is exemplified by the multiple cost components in a typical 

objective function. These components include minimizing routing area and maximizing 
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utilization of active area, minimizing wire-length, via-count, number of layers and 

guaranteeing signal delay. Furthermore, the final routing is required to guarantee electrical 

and design rule correctness. 

The predominant methods for routing are two-phased and area routing. The classical two- 

phased approach is accomplished by dividing the problem into global and detailed routing, 

each having no influence on placement. Global routing determines the behavior of each 

net's path through a coarse grid overlaying a given placement, while satisfying constraints 

such as total wire length, congestion and delay [98,70]. This step approximates the final 

routing and is typically implemented in a hierarchical manner (Figure 1.8). Non- 

hierarchical Integer Linear Program (ILP) implementations of global routing can produce 

optimal congestion-constrained global route solutions for small netlists. Wang et al [29], 

demonstrate the concept of supply and demand as a means of driving global routers to 

satisfy congestion by maximizing route uniformity and minimizing maximum route 

density. 

Detailed routers define the structure of routes, by assigning nets to tracks and 

layers. The classical grided router makes use of (grided) tracks to transform the task of 

routing from the geometrical domain to a graph domain [72]. Typically the task of routing 

is subdivided into simpler instances of switch box or channel routing with the global 

LEVEL 1 LEVEL 2 

Figure 1.8      Hierarchical Global Routing. 

-t 
-- 

LEVEL 3 

A hierarchal global router will generate global routes on a coarse grid. Each 
cell of the grid is individually subdivided and its routes are refined. The pro- 
cess terminates at a predetermined level. 
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Figure 1.9      Channel Crosstalk Optimiser: Sample permutation. 

By permuting the original channel assignment, the total adjacent capacitance 
for the horizontal tracks is reduced by four units. The total adjacent capaci- 
tance for the vertical tracks is reduced by three units. 

routing paths used for guidance. A detailed router's singular purpose is to create electrical 

connections between two points. However, the complexity of this objective makes the task 

of including other objectives such as crosstalk minimization quite daunting. If the global 

routing graph is made to represent the routing region in complete detail, then the global 

routing algorithm becomes an area router. This allows an area router to behave both like a 

global and a detailed router. However, the memory requirements of the routing grid can 

make area routing impractical. 

Since wire adjacencies and signal transitions generate crosstalk, most methods for 

resolving crosstalk occur concurrent to, or after, detailed routing. Current crosstalk 

minimization schemes for IC routing have been formulated predominantly for specific 

route architectures. In the case of grided channel routers, Jhang, et al. [64,63] modeled the 

problem as routing track reassignment (permutations) to minimize adjacency (Figure 1.9). 

By defining slack as the difference between the maximum allowable coupling length and 

the coupling length of the net being routed, they transformed the problem into one of 

maximizing the minimum slack, while forcing it to be positive. They showed track 

permutation to be NP-complete and made use of a mixed ILP solver to deduce the optimal 

permutation. Unfortunately, this form of crosstalk minimization may call for an increase 

in the number of tracks (routing area) to achieve a valid solution. Furthermore, the authors 
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assume that all coupling is of similar quality (invariant with signal arrival time). 

Therefore, their process cannot be used to satisfy timing constraints. 

Other approaches to reducing crosstalk involve post processing the layout to space wires 

apart [47]. Onozawa et al, define "spacing" as a technique to adjust the distances between 

wire segments to improve the performance on a critical-path while keeping the layout 

design-rule correct and minimally increasing the area [88]. Figure 1.10 illustrates the 

process on a contrived set of routes. This approach will only be successful if the routing 

demand is less than the supply. If not, a trade-off between area and delay must be made. 

To enhance the flexibility of long routes, Onozawa inserted jogs but achieved only 

marginal improvements with substantial increase in computation time. 

Layer reassignment is another valid approach to minimizing crosstalk, as demonstrated by 

Thakur et al [104]. It is unknown whether their scheme could be extended to area-routers; 

if so, this could be a fruitful avenue of research. Dutta et al, formulated routing as an 

optimization problem [99]. They departed from algorithms tailored toward specific 

routing styles, which allowed a flexibility that permitted complex cost functions. Using an 

annealer, they were capable of addressing crosstalk while routing. This method is 

attractive in that it can model arbitrary functions, but suffers from all the shortcomings of 

using an annealer to minimize a non-linear objective. 

Figure 1.10    Spacing wires to minimize crosstalk. 

Spacing apart wires A, B and C, reduces their coupling (adjacent) capacitance. 
The physical ordering of the routes is fixed. 
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Xue et al, demonstrated a crosstalk aware global router [116]. They were able to modify 

routes at the global level while satisfying congestion and crosstalk constraints. However, 

they used an over simplified model for the crosstalk that would fail to accurately drive the 

global router. Furthermore, they attempted to satisfy crosstalk constraints by suggesting a 

physical ordering of the nets. This may over constrain a detailed router and will cause the 

router to not complete. 

A unique approach to addressing crosstalk, presented by D. P. LaPotin [32], made use of 

expected crosstalk behavior for an MCM global router. Overall coupled noise was 

minimized by selecting regions with lower expected activity. Furthermore, by dividing 

each physical region into "time buckets," the analysis was able to include temporal 

locality. It has served to provide a basis of the global route embedder to be presented later 

in this work. 

1.4.3   Interconnect Modeling 

Timing analyzers (for mid-frequencies) using RC trees can model physical 

interconnect to within 10% of a SPICE simulation at lOOOx the speed. However, these 

models break down for high frequency DSM technologies, where physical interconnect 

delay dominates. Asymptotic Waveform Evaluation (AWE) was developed to accurately 

model the transient responses of RLC networks by matching initial boundary conditions 

and the first 2q - 1 moments of the exact response of the tree to a lower order q -pole 

model in the Laplace (s) domain [97]. While the modeling and numerical methods 

employed for AWE provide accuracy, they are cumbersome for "on demand" timing 

analysis. Reduced moment models, derived from AWE theory, provide an excellent trade- 

off of delay with accuracy. 

Many attempts have been made to model capacitive crosstalk and coupling effects. 

Efforts have ranged from analytical models to simplified SPICE simulators. Moll et al, 
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presented a simplified model for crosstalk amplitude, due to capacitive coupling, between 

two adjacent conductors [82]. Ironically, its shortcoming serves to define the requirements 

of a crosstalk aware timing model. The model must account for driver impedance, signal 

arrival time and edge rates. The model should treat the coupled conductors as distributed 

coupled RC lines and determine both the delay and noise impact of coupling. 

Chandramouli et al, introduced a wire-delay model for coupled, distributed URC 

(uniform-RC) transmission lines which provided the required accuracy, at far lower 

computational cost, than standard moment matching based wire-delay approximations 

[87]. The model confirmed that the value of temporal separation causing minimum delay 

is a function of line length, input transition time, edge rate ratios and receiver load. The 

model was accurate to within 5% of SPICE simulations. Recently, models for 

approximating the impact of coupling capacitance on interconnect and gate delays have 

been developed. Dartu, et. al, present a gate level model that predicts bounds on noise and 

wire-delay changes for general RC loading conditions [40]. This is achieved by extending 

the "effective capacitance" problem to include coupling capacitances. 

Current metallizations and advanced DSM technologies make use of five or more 

routing layers. This allows three or four layers to be used for routing and the rest for 

power, clock and bus route topologies. The capacitive model used by most crosstalk driven 

methodologies would inaccurately estimate the parasitic capacitances of a multi-layer 

structure [84]. A solution for restructuring crosstalk to internal nodes and between nets, 

using a realistic model of these parasitic capacitances, will be required for the next 

generation of crosstalk minimizing routers. 

1.4.4   The PUMA CAD Methodology 

Researchers at the University of Michigan, working on the PowerPC Ultra-Fast 

MCM Architecture (PUMA) project, have developed three microprocessors of varying 



32 

Verilog J) Verification 

Structure 
mapping 

Logic Synthesis 

FPnrH w              ,r 

Cell Placement - « 1 

FloorDlannina     * 
' 

►   Buffer Insertion 

' 

Routing 

MENTOR GRAPHICS 

(ICStation) 
n 

' ' 

c 
LU 
c 
O) 

'(0 
<D 
a 

Standard Cells 
Masterport Buffer Sizing 

10 Pads (gdsii) 

Technolc >gy 

geodb 

Extractio n         Timing 

ChiD lavout flhin nptlkt 

Figure 1.11    PUMA IC physical design methodology using EPOCH. 

Netlists are placed and routed in the EPOCH framework. Floorplanning 
between the place and route iterations permits modification of wiring 
resources. Performance-driven buffer-sizing is used to meet timing specifica- 
tions. 

complexity. The design methodology, shown in Figure 1.11, used to implement these 

processors is fairly representative of a typical ASIC flow. Of relevance, to this chapter, is 

the physical design flow through Placement and Routing. To achieve timing convergence, 

the methodology supports timing driven placement and performance driven buffering. 

Both procedures are initiated after detailed routing. Thus a design, by default, will iterate 

at least once. The design algorithms are geared towards route completion. Frequently this 

occurs at the expense of increased route-area. A floorplanner, invoked after placement, can 
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be used to change and allocate wiring resources. This path is frequently utilized to 

minimize the routing cost. The methodology does not address crosstalk. 

1.5     Summary 

The current generation of VLSI process technologies have invalidated some of the 

foundational assumptions for CAD. Historically second-order wiring effects, such as 

crosstalk-delay and noise, need to be accounted for throughout the physical design flow. 

Timing errors and logical upsets due to crosstalk point to the severity of this problem and 

in particular, the need for a solution. Upcoming process technologies are driving towards 

tighter metallization, increased clock frequencies, smaller voltage swings and longer 

interconnect. Each of these trends will increase the impact of capacitive crosstalk. 

Estimates on coupling show this crosstalk impact will double by the next decade. Current 

generations of CAD tools achieve targeted interconnect reliability goals through back-end 

analysis and design iteration. The very nature of this solution will require an increased 

number of design iterations to satisfy timing constraints. 

Traditional physical design methodologies attempt to minimize die size, power and 

design time. Of these, reducing design time (quick timing convergence) has become the 

singular driving (and selling) force for DSM methodologies. This chapter summarized 

various physical design algorithms and methodologies that attempt to achieve timing 

convergence. In most cases, unaccounted crosstalk constraints will cause these schemes to 

miss timing convergence. Current methodologies that do address crosstalk are iterative 

and inaccurately model crosstalk. Therefore, these methodologies can lead to timing 

failures. 

In order to eliminate the need for multiple design iterations, a physical design 

methodology that accounts for crosstalk, with accurate and consistent estimates of wiring 

constraints throughout the design process, is required. 



CHAPTER II 

MODELING CROSSTALK 

Aggressive scaling of interconnect pitch has led to increased coupling capacitance, 

which has caused non-linear interactions in adjacent conductors. These are revealed by 

delay variations, noise-pulses and non-monotonic waveforms. Accurate models of this 

interaction are required to achieve timing convergence. This Chapter examines the 

interaction between capacitively coupled conductors, and develops an empirical model for 

crosstalk-impact. The model captures noise and delay changes on coupled conductors. It 

can be linearized, making possible a trade-off between delay, noise and area while 

mitigating crosstalk. 

2.1     Overview 

Figure 2.1 represents a lumped capacitance approximation of two parallel coupled 

a(t) Q 

a 

+ 
1 

SUBSTRATE CAPACITANCE 

T 
] 

CROSSTALK CAPACITANCE 

6 ±)v(r) 5 

Figure 2.1 Crosstalk capacitance between parallel adjacent wires. 

Term Icc represents the current required to charge the crosstalk capacitance 
between the adjacent conductors. This current influences the waveforms pro- 
duced by a(t) and v(t). 
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lines. Pillage et al [96] state that opposite transitions with edge rate ratio a will cause the 

signals to become non-monotonic, thereby increasing delay. If the lines transition in the 

same direction (both rising or falling), a decrease in delay is observed. The default case, 

with only one line switching, has a delay between the former two cases. This change in 

delay (performance) is due to the increased amount of current (Icc), required to drive the 

coupling capacitance (Cc) 

dV 
hc=Cc-7t«. (2.1) 

dVcc      rf rf 
Where —     = -r-a(0 ~~TV^ • Using Eq. 2.1, the opposite transition case requires 

Icc = Cc(a + 1), the single transition requires less with Icc = Cc ■ a, and the similar 

transition case requires the least current with Icc = Cc{a - 1). The worst-case increase in 

delay is observed when crosstalk, due to opposite transitions, occurs in the high gain 

region of the drivers a(t) and v(t). It has been noted that a vdd/10 bump during high- 

gain coupling could produce a noticeable delay change [7]. Noise pulses will be observed 

if one of the lines is quiescent during the transition of the other. Intuitively, any change in 

the interfering waveforms is a function of the current needed to charge the coupling 

capacitance. In turn, this current is determined by the voltage across it and the geometry of 

the coupled conductors. Determining the impact of coupling requires knowledge of the 

temporal and physical proximity of the signals. The type of interaction (wire-delay change 

or noise), and its magnitude are dependent on the arrival time and edge rates of the 
dV 

interfering signals. This accounts for the — cc term in Eq. 2.1 and represents the temporal 

proximity of the signals. Physical proximity is represented by the coupling capacitance 

and is a function of the spacing and coupling length of the conductors. 

A function for estimating crosstalk-impact would require as input, the coupled length and 

spacing of the adjacent conductors, their signal edge rates and signal arrival times to 

describe the range of coupling related possibilities. This relationship is difficult to capture 
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due to the interdependency of each signal upon the other. Furthermore, there could be 

multiple signals coupling with a given signal. The nature of this phenomenon makes the 

problem of determining the exact change in delay difficult. 

There are multiple models for approximating crosstalk, ranging from the use of 

relative coupling factors [141] to simpler estimates using coupling length [47]. A common 

model adds twice the coplanar (adjacent line-to-line) capacitance to the ground 

capacitance, 2 • Cc + Cs, results in an inaccurate estimate of delay. This is because the 

system needs to account for the aggressor and victim input waveforms and interconnect 
C 

resistance. For the same reasons, a charge sharing model (-—c—) for noise fails. 

Chandramouli et. al [110], described a model for coupled wire delay in the presence of 

temporal proximity. The model quantified delay (due to coupling) as a function of driver 

impedance, signal proximity, coupling length and spacing. This model could not be easily 

linearized. Dartu et al [40], showed how to approximate the impact of crosstalk by 

extending the "effective capacitance" problem [41,59] to include coupling capacitances. 

This is derived from the assertion that the added current needed to charge the coupling 

capacitance can be modeled by a capacitive load. While the model is capable of accurately 

modeling multiple coupled AC-trees, they do not present a method for obtaining 

waveform data for the internal nodes of a net. 

A timing model for approximating the crosstalk-impact requires the following 

characteristics. First, it should compute the delay and noise impact between multiple 

coupled AC-tree structures. Second, it must account for the aggressor and victim 

waveforms. Finally, the model needs to be linearizable. This allows a linear solver to make 

the trade-off between physical and temporal proximity. Obviously, the model should be 

accurate and computationally efficient. 

The analytical examination of coupled nodes by Moll et al only accounted for noise on a 

quiescent victim line [82]. The following section expands on that analysis to account for 



37 

+ vr(0 

Figure 2.2      A lumped RC circuit model for capacitive crosstalk. 

Each adjacent line Fig. 2.1 is approximated by a resistor r and substrate capac- 
itance Cs. The lines are coupled by their adjacent capacitance Cc. 

all crosstalk interaction (delay and noise). The next section details the derivation of an 

empirical model for crosstalk. The chapter concludes with a section on delay models for 

uncoupled RC -trees. 

2.2    An Analysis of Capacitively Coupled Nodes 

In Figure 2.2, a (t) is the aggressor signal and v (f) the victim, a   and v   are the 

coupled nodes. The aggressor is modeled as a rising exponential: 

°/*\      1      ~tc 
a (t) = \-e (2.2) 

The positive constant c models the edge-rate of the aggressor. This is a departure from the 

generally used ramp or step signals. However, the exponential input has been noted to 

provide greater accuracy [110] and has the added advantage of being analytically 

malleable. The KCL equations for nodes a1 and v1, in the Laplace domain, generate the 

following system of equations: 

S * LTT ■ -~S * O f-< 

—~S * \^ f J"OT,T"^ 

AHS) 

yHs\ 

^l + Cs-aH0) + Cc-vc(0) 

YM + cs.vHo)-cc-vc(0) 
(2.3) 
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where vc(t) is the voltage across the coupling capacitor Cc and CT = Cr + Cv. Let 

M = 
s- CT + -     -s-Cc 

—S ■ (_•Q 5 • CT4" - 

(2.4) 

Using Cramer's rules [127], the following expression for A1 (s) is obtained: 

Al(s) = 

^^ + C5-a»(0) + Cc-vc(0)     -s-Cc 

^^ + Cc-v1(0)-Cc-vc(0)    s-CT + - 

\M\ 
(2.5) 

Similarly, 

VHs) = 

S-Cn 

-sC, 

A°(s) 
r 

V°(s) 

+ Cs-a
l(0) + Ccvc(0) 

+ Cs-v»(0)-Cc-vc(0) 

\M\ (2.6) 

Defining 

H(s) = Vl(s)/Al(s) (2.7) 

to be the transfer function for modeling the impact of the aggressor on the victim permits 

the analysis of the four different interactions between ax(t) and vl{t). The interactions 

include 

1. Coupling to a quiescent victim, 

2. Same direction coupling, 

3. Opposite direction coupling, and 

4. Non-monotonic coupling. 
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Figure 2.3      Simulation of a noise pulse on a quiescent victim line. 

The circuit in Figure 2.2 is simulated in SABER. The values of r, Cc and Cs 

model a lumped approximation to 3000^im of SIA-1999 coupled interconnect. 
The victim line is held at ground potential. The transition on the aggressor 
induces a noise-pulse through the coupling capacitance. 

2.2.1   Quiescent Victim 

With a quiescent victim signal, v°(t) = 0, and al(0) = 0, Eq. 2.7 reduces to 

H(s) = 
sCcr 

s- r ■ CT+\ 
(2.8) 

The inverse laplace transform of H(s) • Al(s) produces (Figure 2.3): 

rc-C, 
t       -tc 

e    -e 

v»(0 = v. / 
1 -CT 

(2.9) 

where x = r ■ CT. The peak occurs when the derivative of v (t) is equal to zero. The 

T•lnfc • x) 
value of the peak can be obtained by substituting t = ——- into Eq. 2.9. 

c ■ x- 1 

2.2.2   Identical Signals 

When v(t) = a(t), H(s) becomes the identity function as expected, and 

therefore, the signals do not interfere. However, since v (t) = 0, a reduction in signal 
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Figure 2.4      Signal speedup with identical signals on coupled lines. 

The circuit in Figure 2.2 is simulated in SABER. The values of r, Cc and Cs 

model a lumped approximation to 3000p.m of SIA-1999 coupled interconnect. 
The victim and the aggressor simultaneously transition in the same direction. A 
reduction in delay is observed because no current is required to charge the cou- 
pling capacitance. 

delay from the general case is observed (Figure 2.4). This reflects the fact that a°(t) and 

v°(f) need charge only their substrate capacitances. 

2.2.3   Opposing Signals 

-ct 
Ifv(f) = 1-e      , anda(0 = 1 -v(f), V1^) fromEq. 2.6 can be inverse 

transformed to: 

(1-e tc) + c-x 
(       -l-\ 
l-eX 

vHt) = 
1 -CT 

(2.10) 

where x = r(CT+ Cs). For present-day VLSI technologies, 1 - c ■ x = 1. Therefore Eq. 

2.10 reduces to a form that shows v!(f) "delayed" by c ■ x (Figure 2.5). 

2.2.4   Non-Monotonic Waveforms 

In the preceding equations, v(t) and a(t) possessed constant output impedance. 

This is not the case with actual drivers. A signal's driver will transition through a high- 

gain region where its output impedance may increase by orders of magnitude [115]. If a 
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Figure 2.5      Delay increase with opposing signals on coupled lines. 

The circuit in Figure 2.2 is simulated in SABER. The values of r, Cc and Cs 

model a lumped approximation to 3000|im of SIA-1999 coupled interconnect. 
The victim and the aggressor simultaneously transition in opposite directions. 
The current required to charge the coupling capacitance results in a delay 
increase. 

fast aggressor interferes with a victim line during such a transition, then the victim signal 

becomes non-monotonic (Figure 2.6). A designer can avoid the need to account for this 

scenario by choosing appropriate driver strengths and wiring rules [32]. 

2.2.5   Summary of the Coupled Node Model 

The previous model has shortcomings that result from two dominating 

simplifications. The first simplification eliminated the component of arrival time that is 
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Simulation of non-monotonic waveforms on coupled lines. 

The circuit in Figure 2.2 is simulated in SABER. The values of r, Cc and Cs 

model a lumped approximation to 3000|im of SIA-1999 coupled interconnect. 
The victim and the aggressor simultaneously transition in opposite directions. 
The weaker victim-driver is unable to provide sufficient current to overcome 
the rapid transition of the aggressor. 
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crucial to crosstalk. Experiments in the next section indicate that crosstalk-induced wire- 

delay varies significantly with temporal separation. Secondly, the model uses a lumped 

RC approximation for what should be modeled as a distributed RC circuit. 

The next section addresses these shortcomings and derives an empirical model for 

crosstalk. 

2.3    Empirical Derivation 

Section 2.2.3 suggested that the delay change due to coupling would contain an 

R • (Cs + CT) time constant. This can be factored into: 

*.(2.CJ+CC)-£J.(2.JL_ + JL_). alI) 

where p is resistivity of the conductor, eK is the dielectric constant, and w, t, h are the 

conductor's width, thickness and separation from the substrate, respectively. Terms / and 

s, represent the coupled length and spacing. Defining h = constant • s suggests an l2/s 

form for curve fitting crosstalk. Devgan et al [34,33] showed with a distributed line model 

that the maximum induced noise, due to crosstalk could be approximated by: 

C- = Äf/c + Ci-i. (2.12) 

Where £,. is the amplitude of the induced noise at node /, R • is the resistance driving that 

node and Ic is the total crosstalk current flowing into / and £,._ j is the amplitude of the 

induced noise at node i - 1. The dependence of £• on £;_ j accounts for multiple noise 

sources on a given conductor. A transformation similar to Eq. 2.11, yields the l2/s form. 

The following sections present a set of experiments designed to determine the fitness of 
2 

the / /s form. 
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Figure 2.7      Test-bed to investigate crosstalk. 

The test bed uses SABER to simulate various coupling-related events. Mea- 
sured results from these simulations are fitted to functions by satisfying a least- 
squares formulation. The resultant error distribution determines the appropri- 
ateness of the specified functions. 

2.3.1   Simulating Crosstalk-induced Delay and Noise 

Figure 2.7 illustrates the interaction between the various components of the test 

bench. The use of the circuit simulator, SABER [129], is central to the functional 

flexibility of the test setup. First, a coupled distributed-/?C circuit with specified design 

and technology parameters is simulated through SABER. Next, the change in wire delay is 

extracted and reported. In the case of parameter sweeps, this output is curve-fitted to a 

specified function by satisfying a least squares formulation. Figure 2.8 illustrates the test 

bed circuit and its parameters used to simulate crosstalk. Each coupled line is built out of 

40 RC components. As in the previous sections, a is defined to be the aggressor signal 

and v as the victim. Terms ra and rv are the aggressor and victim driver resistances. 
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Figure 2.8      Circuit and parameters for simulating crosstalk. 

Two distributed RC lines are coupled and driven to simulate coupling-related 
events. Each line is composed of 40 RC components which can be scaled to 
appropriately model a given coupled wire-length (lcoup). 

terms ae and ve are their edge-rates, with ae constrained to be greater than ve. a and v 

are made to transition in the opposite directions to simulate the worst-case delay-increase 

scenario. Parameters aa and va are the arrival times (as measured at the 50% points) of 

the aggressor and victim waveforms. To simulate various coupling-related events, the 

arrival times, edge rates, spacing and coupled wire-length of the signals, were swept 

through the ranges specified in Table 2.1. 

Table 2.1  Crosstalk experiment parameters. 

Ranges for arrival times, edge rates, spacing, relative driver strength and coupled 
wire-length to simulate various coupling events are listed below. 

Parameter Range-min Range-max 
Coupled length: (/) 100|im 3000|im 

Wire spacing: s 0.21|im 0.42|im 

Edge rate ratio: ae/ve 0.25 1.00 

Arrival time delta: aa - va -v/2 +v/2 

Driver resistance ratio: ra/rv 0.25 1.00 
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The arrival time difference, normalized by the victim's edge rate 

a — v 
£ a        a ,_  . _x 
6fl = Ö8^T (2-!3) 

is an indicator of the temporal proximity of the input transitions. Therefore, when 

da = -0.5, the aggressor crosses its 50% point as the victim crosses its 20% point. At 

8a = 0, the two signals cross at their 50% points concurrently and at 8a = 0.5, the 

aggressor crosses its 50% point as the victim crosses its 80% point. Figure 2.9 shows the 

change in wire delay as a function of 8a. The y axis of these contour maps represent 

coupled length. Through the contour maps, one concludes that wire-delay impact 

diminishes as a function of increasing |8a|. Furthermore, the magnitude of this impact is 

dependent on the strength of the aggressor as shown by the ratio of the edges rates 

(ae/ve). For example, on a 2000\im wire, a 12% change in 8a results in a 50% change in 

wire-delay when the edge rates of the interfering signals are equal. However, a 25% 

change in 6a is required to induce a 50% change in wire-delay when ae/ve = 0.25. 

For 8a = 0, Figure 2.10 illustrates the change in wire-delay x, as a function of coupled 

length and spacing. It is obvious that the relationship with / and s is monotonic and non- 

linear. When the edges of the signals do not overlap (|8a| > 0.5), the delay is not affected, 

so instead of the delay, the amplitude of the induced noise £, on the quiescent victim line, 

is measured at the receiver (Figure 2.11). Empirical analysis of the delay change (T ), and 

amplitude of the noise pulse (£), due to coupling, suggests the following equations: 

,m 7 R    lm 

T.SLL^^EJ-, (2j4) 
s s 
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Figure 2.9      The impact of arrival time on wire-delay of a victim line. 

The circuit in Figure 2.8 is simulated by SABER with the SIA-1998 technol- 
ogy parameters for 1999. The contour maps depict the change in wire delay as 
a function of temporal proximity and coupled wire-length. The numbers on the 
map represent the magnitude of the change in wire-delay. Simulation data for 
three different aggressor-victim edge-rate ratios are presented in (a), (b) and 
(c). Decreasing the edge-rate ratios increases the change in wire-delay. The 
effect of temporal proximity is most severe at the center (8a =0), and reduces 
towards either extreme. 
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Figure 2.10    Crosstalk-delay impact vs. coupled length and spacing. 

The circuit in Figure 2.8 is simulated by SABER with the SIA-1998 technology 
parameters for 1999. Observe that crosstalk-delay impact increases quadratically 
with coupled wire-length (lcoup). Furthermore, increasing the spacing (s) 
reduces the impact. 

where a and ß are curve fit constants. Within bounds on / and s, the values of m and n 

were empirically observed to be near two and one respectively (Table 2.2). This allows Eq. 

2.14 to be approximated as: 

coup** 

Figure 2.11    Crosstalk noise peak vs. coupled length and spacing. 

The circuit in Figure 2.8 is simulated by SABER with the SIA-1998 technol- 
ogy parameters for 1999. Observe that the amplitude of crosstalk induced noise 
increases quadratically with coupled wire-length (lcoup). Furthermore, 
increasing the spacing (s) reduces the amplitude. 
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Table 2.2  Sample m and n parameters for Eq. 2.14. 

The circuit in Figure 2.8 is simulated by SABER with the SIA-1998 technology 
parameters for 1999. The total coupled wire-length does not exceed 3000nm. 

s coup 

Delay Noise 

m n m n 

s0 
< 3000^m 1.98 0.96 1.97 0.97 

1.5 -s0 < 3000^im 1.88 0.93 1.91 0.94 

2.0 • s0 < 3000|im 1.80 0.90 1.87 0.92 

S S 
(2.15) 

Eq. 2.15 captures the / /s relationship in a very simple form. The errors is these 

approximations are plotted in Figure 2.12 and Figure 2.13. For a maximum coupled wire 

length of 3.5mm, Figure 2.12 shows x to be accurate to within ±8 %. Figure 2.13 shows £ 

to be accurate within ±1 % for a similar maximum-length constraint. With extremely 

aggressive edge rates, the error in C, increases to ±10 %. 
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Figure 2.12    Crosstalk delay impact: approximation error. 

The error in wire-delay (T) by setting m = 2 and n = 1 in Eq. 2.14 is shown 
for a range of spacings. 



49 

0.5      1 1.5     2 
lcoup(mm) 

2.5      3    3.5 

Figure 2.13    Crosstalk noise amplitude: approximation error. 

The error in approximating wire-delay (£) by setting m = 2 and n = 1 in 
Eq. 2.14 is shown for a range of aggressor edge-rates (ae). The error of the 
approximation increases for faster aggressor edge-rates. 

Parameter a captures the effect of temporal proximity when computing wire-delay 

changes (Figure 2.14). When measuring noise, ß captures the dependence on the strength 

of the aggressor waveform (Figure 2.15). Since a and ß are non-linearly related to the 

fj») 
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Figure 2.14    Effect of temporal proximity on a. 

Increasing the temporal separation between the aggressor and the victim 
decreases a. This is true across a range of aggressor-victim edge-rate ratios. 
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Figure 2.15    Effect of aggressor-victim relative drive strength on ß. 

The circuit in Figure 2.8 is simulated in SABER with the SIA-1998 technology 
parameters for 1999. The victim line is held at ground. Driver resistances are 
obtained from Table 2.1. The value for ß is obtained by a least-squares curve 
fit of Eq. 2.15 to the measured amplitude of crosstalk-noise. Increasing the vic- 
tim line's driver-strength (reducing rv) reduces ß. 

arrival time and edge rates of the interfering signals, a table-lookup solution is 

implemented. A ß value is obtained by indexing the ß -table with ae and rv if the nets are 

temporally orthogonal (i.e. their transitions do not overlap: |8a| > 0.5). If the transitions 

on the adjacent nets interact, then an a value is determined by indexing an a-table with 

8a and the edge-rate ratio ae/ve. The edge rates are bound to an acceptable range as 

determined by designers and the technology (e.g.: between 200ps and 800ps). For the a- 

table, 5a is bound by -0.5...0.5. Values within the table are determined by linear 

interpolation. The bounding condition applies for the a and ß tables. A computationally 

efficient table lookup will, therefore, approximate the curve fit parameters for all crosstalk 

behavior under these predefined conditions and enable a performance-driven approach for 

addressing crosstalk. 

This empirical model is sufficiently accurate and flexible for a variety of scenarios. A table 

lookup for a and ß makes the process computationally efficient. 
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Figure 2.16    The empirical model vs. a capacitive crosstalk model. 

The capacitive (linear) model is fitted to correctly estimate the impact at a pre- 
determined coupled length (/«,). Above this length, the model will overesti- 
mate the allowable coupled wire-length for a given delay constraint. Below Lit 

it will underestimate the allowable coupled wire-length for a given delay con- 
straint. 

This empirical model is sufficiently accurate and flexible for a variety of scenarios. 

A table lookup for a and ß makes the process computationally efficient. Furthermore, it 

enables a performance-driven approach for addressing the impact of crosstalk. The 

popular method of minimizing coupling capacitance [63,122] precludes a performance- 

driven approach. Figure 2.16 compares the empirical model to the capacitive metric. For a 

given constraint (target), the linear model can be made to match the empirical model. 

However, it will permit greater coupling length for delays above the target and over- 

constrain the coupling length for delays below the target. Similarly, for a given coupling 

length constraint, the linear model will incorrectly estimate the crosstalk impact. 

The following section defines a linearization of the empirical crosstalk model that 

permits a linear solver to satisfy crosstalk constraints by trading-off temporal and physical 

proximity. 
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Figure 2.17    Linearizing crosstalk delay: two tangent approximation. 

An approximation to l{x, s) using two tangents fl and f2 at positions w, and 
u2 is shown. Location x, marks the intersection of fx and f2. Parameter A, is 
the upper bound for l(x, s). 

2.3.2   Linearizing the Empirical model 

Let sx be the minimum spacing between coupled lines and s • = j ■ s, (j > 1.0). 

FromEq. 2.15, 

l(x, sj) = Jsj ■ T/a and /(C, Sj) = Jsj ■ ^/ß (2.76) 

are derived. This transformation of Eq. 2.15 determines the allowable coupling length for 

a given delay change or noise amplitude. Eq. 2.16 is a non-linear function of s • and x (or 

C). The goal of linearizing this model is to derive a set of constraints that allows a linear 

solver to trade-off coupling length, spacing and delay (or noise). Figure 2.17 shows how 

an n -point piece-wise-linear trapezoidal approximation to Eq. 2.16 can be derived. The 

curve representing the wire-delay impact (or noise amplitude) can be approximated by a 

series of tangential lines. For brevity, only the linearization of delay-impact is derived. The 

identical conditions hold for linearizing the noise-amplitude equation. 

Let /,. be one of the n lines, drawn tangential to l(x, s •) at points u{: 
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/,.(x, sj) = ©,.(«,., sj) + T • J-/(i*., Sj) (2.17) 

where co-(u-, s •) and -j-/(w,-, ^,) are the offsets and slopes of the n tangents. Two issues J at i 

with this tangential linearization must be addressed: 

1. Minimization of the approximation error, and 

2. The linearization of CO.(M,-, s.) and—/(«.-, sA 
j ax        J 

Error minimization is first addressed. From Figure 2.17, let adjacent fi+l, /,■ intersect at 

x{. Using Eq. 2.17, we derive *,- = T^+T""/• The error °f me approximation attributed 

to a single trapezoid (bound by xi+l, xt) will therefore be 

f'*\Ux,Sj)-l(x,sp)(h. (2.18) 

The total error is a summation of Eq. 2.18 applied to all /,-. A minimization of the total 

error produces 

%=xif~x- fi~x)^fi~x~ fir fi~7x) = 0. (2.19) 

The initial condition of u0 = 0, deduces 

2 
M, = i  • «j. (2.20) 

Let Xl be the upper bound for Z(x, sx). Setting l(xt + x, 5j) = Aj, implies 

A,  • a 
"i = -rn—,— • <2-21> n(l +n) • sl 

As shown, Eq. 2.20 and Eq. 2.21 define the ut for a minimum-error linear approximation 

to /(x, Sj) using n tangents. 

The linearity of co.-(«.-, s) and -^-/(«.-, s) in Eq. 2.17, with respect to s, is now addressed. 
ax 

It is obvious that -r-/(«,-, sA, the slope of /,-, is a non-linear function of Sj. It can be made 
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invariant with spacing (i.e: constant for a given «•) by making A,, (originally a user 

defined constant) scale with Sj. This reflects the fact that for greater spacings, an increase 

in coupling length is required to produce a similar impact. Therefore, A. • is the upper 

bound for l(x, Sj). Asserting 

j4(uiiSl) =^l(Ui,Sj) (2.22) 

results in 

A; = -—■—-, (2.23) 1 sl ■ a,- *       ' 

which makes -J-/(M,-, SJ) a constant. Now, all that remains of linearizing /; is the offset 

(y-intercept). Through empirical observation and curve fitting, it was noted that CO^M,-, s.) 

(the y-intercept) could be re-written with negligible error in a linear form as yi + v,- • Sj. 

This leads to Eq. 2.17 being expressed as a union of n tangents (/,.): 

n 

I = U (Y, + vrs + dt ■ x), (2.24) 
i= 1 

with di = -j-l(Ui, Sj), which is linear in T , Sj and /. This formulation allows a linear 

solver to trade-off crosstalk impact for coupling length and spacing. For each edge pair, n 

constraints representing the tangential approximation are required. The values for y-, v; 

and d{ can be pre-calculated for the various 8a and aggressor-victim edge-rate ratios. 

2.4    Modeling Interconnect in the Absence of Crosstalk 

The previous sections showed that crosstalk (delay, noise) and its magnitude are 

sensitive to the temporal and physical proximity of the interfering signals. Therefore, 

accurate estimates of interconnect delay and signal transition rates are crucial to 

determining the impact of crosstalk. This dependence requires an AC model that provides 
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Figure 2.18    Impulse vs. step response for an RC circuit. 

Term tED is the first moment of the impulse response. It is used to approximate 
the 50% crossing point of the step response (T ). 

accurate waveform estimates at each node of the interconnect structure. The following 

sections describe an enhancement to an explicit two-pole RC model by Tutuianu et al 

[109], to accept exponential inputs. 

2.4.1   Moment Matching Approximations for Interconnect Delay 

To account for multiple interactions on a net, precise waveform information needs 

to be maintained at each point of interaction. Lumped capacitive delay models are 

inappropriate for DSM technologies as they do not account for wire resistance. Instead, 

advanced timing analyzers use moment-matching based transformations for RC 

interconnect structures. This methodology has been shown to be extremely accurate and 

computationally efficient. The original moment-based model was presented by Elmore et 

al [113]. The Elmore Delay (ED) of an RC circuit is an approximation of the step 

response of a circuit by the first moment of the impulse response (h(t)) (Figure 2.18): 

ED = jt-h(t)-dt (2.25) 
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Penfield et al [92], showed that for any linear RC interconnect structure the ED could be 

computed recursively by a path tracing algorithm. If Re is the driving resistance for node 

e, and Ce is the total downstream capacitance rooted at e, the ED to any node m can be 

computed as: 

ED =       I     We' (2-26) 
ee Path(m) 

where Path(m) is the path from source to node m. The ED model is inaccurate as it does 

not include the higher moments of the impulse response, which contain RC components 

of sub-trees not on Path(m). Therefore, it cannot be used to predict waveform shapes for 

crosstalk analysis. 

Asymptotic Waveform Estimation (AWE) [97] with a Pade approximation approximates 

the Laplacian of the transfer function h(t) as a summation of exponentials: 

n 

h(t) =  JJkre~Pi' (2.27) 
i= 1 

The pt and ki are the poles and residues of the approximated transfer function. This is 

achieved through a Taylor Series expansion of e~s about s = 0 of the Laplacian of h(t). 

H(s) = jh(t) ■ e~st • dt (2.28) 

n ;_ i 

H(s) = \h(t) ■ ^ £2jL_ • dt 
i=\ 

1 n 
H(s) = l+m^s + m2s +...+mns 

Therefore, the i circuit-response moments are expressed as: 

oo 

-1' 
1       i 

— ■ jt'-h(t)-dt (2.29) 
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,th The n m moment can be calculated by scaling each of the downstream capacitances by the 

n - 1th moment [92]: 

I     "-     I     V   ZC.-r' <2.30) 
ee Path(i)        Ice C, 

which is an extension of Eq. 2.26. tED = -mx is derived by comparing Eq. 2.29 to Eq. 

2.25. A rational expression for H(s) is obtained through the Pade1 approximation to Eq. 

2.28: 

D(s) is a polynomial of power n while N(s) is one of power n - 1. Therefore the Pade 

approximation of H(s) will possesses n poles and residues allowing it to be re-written as: 

P(s) =    „ N(S)     , (2.J2) 

J = 1 

where /? •, the dominant poles of H(s), are the n roots of the polynomial D(s). This 

factoring of D(s) allows Eq. 2.32 to be decomposed into 

"     k 
P(s) = 2 -T- (2-33) *-*  S+ P; 

i = 1 K' 

where the kt are the residues. Eq. 2.33 has the Laplace inverse as required by Eq. 2.27. 

AWE approximations for a RLC circuit suffer from a few drawbacks. For a given 

RC circuit, it is difficult to determine the number of poles a priori. This is because the 

dominant poles are unknown. Choosing a predetermined number of poles is inappropriate, 

due to the instability created by to the Pade approximation. To combat this instability, the 

1. Let Pn(x) be a polynomial of power n. The fundamental theorem of algebra states that Pn(x) will 
have n roots. Pade approximation states that Pn(x) can be approximated by Nm(x)/Qn(x). This al- 
lows Pn(x) ■ Q"(x) = Nm(x) to be solved by comparing the like powers of x. 
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Pade via Lanczos process [44] or moment shifting techniques [5] can be employed. Both 

occur at the expense of increased computation. 

2.4.2   Explicit Two-Pole model 

Tutuianu et al, derive a stable, two-pole and three moment delay approximation for RC 

trees [109]. The approximation makes use of the fact that the ratio of successive moments 

of an RC tree forms a series that converges to the dominant pole 

m: 
lim = P\ (2.34) 

Therefore, the first pole is estimated as 

m* 
P\ = ~— m-i 

(2.35) 

A two-pole, one-zero Pade approximation, to the three moment approximation of H(s) is 

explicitly computed, leading to derivations for the second pole and both residues: 

1 _»h 
m-,    . i   l-mxp0 ,   l+m,p, 

(2.36) Pi = Pi 
mx    m2 

mj    m2 

m2    m3 

2   l-mlPl 2   1 +mlPl 
, Kj = P\ • — — and k2 — —/?2 ' 

Pi~ Pi Pi~ Pi 

Analytical equations for the output waveform ;y(0, using both step and ramp inputs, are 

derived. The time to reach a given target voltage (e.g.: 50%) can be determined through 

Newton-Raphson (NR) iterations. By deriving an approximation for the initial value of the 

NR solver, typically no more than one iteration is required. 

This two-pole model is an accurate approximation of an i?C-tree driven by step or ramp 

inputs, without the computational complexity of general AWE. It is shown to be within 

5% of a four-pole AWE model which provides extremely accurate results for AC-trees, 

and within 0.5% when the signals are driven by realistic driving resistances. 
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The following section expands Tutuianu's model to account for exponential inputs. 

2.4.3   Exponential Inputs 

Ramp and step input waveforms are simplifications of real waveform shapes. By 

modeling the input waveform as an exponential, greater predictability is obtained. The 

explicit stable model for an RC -tree structure is augmented to account for exponential 

inputs. As in AWE with Pade, H(s) for a given node in the global tree is represented as 

H(s) = £"    (mrSy. (2.37) 
**i = o 

Next, define 

x(t) = \-e~c        , and its laplacian (2.38) 

s    s + c 

as the input function with parameter c that determines the 20% to 80% edge rate. The 

Laplacian form (for the voltage at any node on the tree) can then be represented as 

Y(s) = X(s)P(s) (2.39) 

2 
TM.(UJJ]TJL. 

\S      C + Sj ** S + ps 

The Inverse Laplace Transform, using a two pole H(s), yields the following equation: 

y(t) = c 
rkx(\-ePlt)    k2(\-e

Pltj\    / _ct    ^f   kl t 

P\(c-P\)     P2(c-Pi) 
+ (e--l)j_•_ + _!-). (2.40) 

c-Px    c-p2j 

In order to compute the delay to specific voltage, a NR scheme is used. With a ramp or 

step input, the initial approximation for the NR method is derived with the knowledge that 
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Figure 2.19    Components of an RC response to an exponential input. 

The first exponent, due to the first pole pl, dominates the RC response. The 
next exponent, due to the second pole p2, can be replaced by a constant 
(shaded-area). The final exponent (dashed) is a scaling of the input waveform. 
In this figure, the initial approximation is derived from the dominant exponent. 

the exponent term with p2 can replaced by a constant (Figure 2.19) (/?, is dominant). 

However, the inclusion of the e~ct term requires an extension to this initial condition. The 

limit, as f -> oo, of the contributions of the individual exponents in y(t) are: 

Pit 
*!(!-«") c-kx 

lim c - 
t->oo Piic-p^      Pi(c-px) 

Pit. k,(l-e") C * Kn 
lim c - 
t-*-  Pi^-Pi)       Pi(c-P2) 

, and 

-ct "1 lim(e    -1) —^ + 
r->oo \c-Pi    c-p2J      c-px    c-p2 

■I 

(2.41) 

(2.42) 

(2.43) 

If Eq. 2.41 is greater than Eq. 2.43 then px will dominate c, and the initial estimate for t 

can be derived by solving 

P\K 
K *•*,(!-O        ^ 

Pl(c-Pl)       Pi(c-p2)    c-p1    c-p2 
(2.44) 
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Conversely, 

ck, ck0 _c.       (   k, /:,   \ 
y{t) = -7 —,+     ,     2  , + (g

c,-l) —J- + —L- , (2.45) 
P\(c-Pi)    p2(c-p2) Vc-/?,    c-p2; 

is the initial estimate if c dominates. Using this initial condition, successive NR iterations 

(typically no more than two), yield an accurate estimate of t at which y(t) is the specified 

target voltage. 

2.5     Summary 

Accurate models of crosstalk interactions are required to achieve timing 

convergence in a design flow. An analytical examination of coupled nodes is detailed. 

Through simulation of distributed coupled conductors, the dependence and sensitivity on 

waveform parameters such as arrival time and edge-rates is shown. Simulations on 

coupled wires, using the SIA predicted technology-parameters for 1999, show that a 12% 

change in arrival time difference can cause a 50% change in wire delay. The importance of 

accurately modeling the interacting waveforms is justified. Analysis on the interaction 

between capacitively coupled conductors disclosed a relatively simple, yet extensible 

model capable of predicting both crosstalk noise-amplitude and wire-delay changes. It 

permits a performance-driven approach to addressing crosstalk. The model is transformed 

into a set of linear constraints. With a linear solver, the trade-off between temporal 

proximity and spatial proximity can be made. 

The explicit two-pole RC model is extended for exponential inputs. It provides accurate 

waveform estimates at each node of an interconnect structure. 



CHAPTER m 

CROSSTALK CONSTRAINED DESIGN METHODOLOGY 

This research advocates the use of signal proximity, in both the spatial and 

temporal domains, to manage crosstalk. Place and route tools are embedded within a 

wiring engine to address congestion and crosstalk. This reduces costly design iterations by 

improving the predictability of the design. The ensuing sections will present a case for the 

avoidance of crosstalk using congestion-driven placement, and the reduction of crosstalk 

via an appropriately enabled route embedder. 

3.1     Overview 

Traditional CAD methodologies are driven by objective functions that minimize 

area while meeting timing requirements. Crosstalk manifests itself as timing and noise- 

margin violations that are only detectable after detailed routing. Resolving these may 

require multiple iterations through the design flow. Figure 3.1 depicts reactive methods to 

address crosstalk in a typical design methodology. After multiple timing-driven place and 

route iterations, an accurate parasitic extraction is performed. This is followed by timing 

analysis, during which crosstalk-related timing errors and noise-margin violations are 

detected. Some timing analyzers fail to adequately address the dynamics of crosstalk, 

requiring expensive circuit simulation of the critical paths. The detected violations are 

resolved by back-annotating the extracted parasitics and directing the entire methodology 

towards another solution which may possess a reduced number of crosstalk violations. 

This involves selective ripup and re-route with spacing constraints or ground shielding to 
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Figure 3.1      Iterative methods to address crosstalk. 

After detailed routing, parasitics are extracted and a detailed timing analysis is 
performed. The design flow iterates to correct any unsatisfied design con- 
straints (dashed paths). Timing and noise-margin violations are corrected by 
selective re-routing. Congested regions are re-designed by refining the place- 
ment and global-routing. 

bound the parasitic line-to-line capacitance. In some cases, manual intervention is 

required. Occasionally, a design cycle may return to placement to help find a better, less 

congested solution that can be successfully routed to satisfy crosstalk constraints. 

Achieving timing convergence is a lengthy and difficult process requiring multiple 

iterations. While extracted parasitics do aid in directing the design iterations, other 

information such as congestion, global route structure and receiver slack and noise 

margins needs to be accounted to reduce the number of design iterations. 
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Currently, solutions for addressing crosstalk fall into three broad classes: 

1. Crosstalk capacitance minimization by modifying defined route structures. 

2. Satisfying noise-margins through spacing constraints. 

3. Global/area routing with crosstalk constraints. 

A detailed router, already burdened by aggressive multi-layer metallization, blockages, 

pre-allocated routing channels, performance constraints (wire sizing, via-minimization, 

etc.) is further complicated by the need to satisfy crosstalk constraints. Restricting the 

problem of routing to specific, well defined instances (e.g., two-layer channel routing) 

permits a concurrent approach to routing with crosstalk-constraints [64,63]. However, this 

narrow definition of routing makes the approach inappropriate for the general case. The 

second approach of solving spacing constraints circumvents the complexity of detailed 

routing. However, its success is limited by the input detailed route structure. A 

compromise between these two approaches is needed. Recently, global and area-routing 

methods that incorporate a crosstalk metric within the algorithm have been demonstrated 

[108,121]. These rely on iterative rip-up and re-route of critical nets to satisfy crosstalk 

constraints. Zhou et. al, demonstrated an MCM maze-router that satisfied crosstalk 

constraints using lagrangian relaxation [122]. However, the complexity of their 

formulation precludes its applicability for IC routing. Unfortunately, the crude crosstalk 

models implemented in these examples will fail to correctly detect and account for timing 

and signal-integrity violations. The simplified models of crosstalk for the aforementioned 

methods will not permit a performance driven approach. 

Over the last decade, the average product life of an integrated circuit has shrunk from three 

years to one, while the time taken to complete a design has increased from three months to 

six. This increase is due to rising complexity and failure to achieve timing convergence. 

The pressure to complete designs in order to meet time-to-market (TTM) goals has risen 

six fold [93]. TTM considerations are forcing buyers to choose tools that boast quicker 
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Figure 3.2      Hierarchy for proposed methodology. 

The placement and route engines obtain all wiring related information through 
the wiring engine. The wiring engine communicates with the timing analyzer 
to obtain signal-waveforms and determine crosstalk impact. The cell library 
and process determine the parameters for the timing analyzer. 

timing convergence, motivating the need for methodologies and theory to address 

crosstalk in VLSI. 

3.2    Proposed Methodology 

The crosstalk impact between two signals is a measure of their physical and 

temporal adjacency. Violations due to crosstalk are caused by inconsistent views of 

routing through the design. This permits the derivation of inaccurate net loads and wiring 

requirements, rendering invalid any estimates of physical or temporal proximity. 

Therefore, a consistent view of routing which maintains physical and temporal 

information must be generated and adhered to throughout the design flow. 

Signal proximity in spatial and temporal domains can be used to manage crosstalk. The 

methodology shown in Figure 3.2 defines place and route tools as components of a Wiring 

Engine. The wiring engine directs the place and route algorithms to address crosstalk by 

providing a consistent view of routing. In the ensuing sections, a case for addressing 
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Figure 3.3      Design Methodology. 

Wiring proximity is addressed through a congestion-driven quadratic place- 
ment methodology. Global route trees, used to generate the congestion esti- 
mates, are analyzed by the timing engine and then processed by the route 
embedder to satisfy crosstalk constraints. 

crosstalk through the use of congestion-driven placement and route embedding will be 

made. 

The design methodology flow, illustrated in Figure 3.3, begins with a congestion-driven 

placement algorithm. Most placement engines allocate space to account for wiring, using 

estimates that are not determined by actual route topologies. The congestion-driven 

quadratic placer uses the wiring engine to generate congestion estimates using accurate 

wiring estimates derived from global routing. This methodology innovates by enforcing 

these global routing structures throughout the design flow. The classical steps of 
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placement followed by global routing are replaced by Congestion-driven Quadratic 

Placement followed by Route Enhancement. During route enhancement, the global routes 

are minimally modified to meet detailed wiring requirements. Following this, the 

enhanced global routes are processed by a timing analyzer to generate detailed estimates 

of each net's waveform (delay and edge-rate). Slack constraints at each sink are also 

derived. The Route Embedder uses this temporal information to derive the expected 

crosstalk impact at each sink. A solution to mitigate this impact, specified as spacing 

constraints for a detailed router, is generated. These spacing allocations satisfy the 

expected delay and noise constraints at each sink. 

The following sections present each component of the methodology. The detailed 

interactions between the components are illustrated in Figure 3.8 on page 74. 

3.2.1    The Wiring Engine 

Through the use of place and route tools, the wiring engine guides an 

implementation towards low spatial and temporal congestion (see Figure 3.4). It reduces 
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4_ rn A 1 

SUPPLY-DEMAND 
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RE-ROUTE 
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TREE TOPOLOGY 
< 

ROUTE EMBEDDING 

Figure 3.4      Wiring Engine services. 

The wiring engine generates global-routes for congestion estimation in the 
placement engine. It invokes the timing engine to generate waveform estimates 
for the global routes. The wiring engine modifies existing global-route topolo- 
gies for the route embedder. 
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the potential sites for crosstalk by addressing congestion during placement. Working 

concurrently with the placer, it efficiently and accurately models congestion for a given 

placement expression. Internal route estimation heuristics and region-based global routing 

help determine an accurate estimate of wiring demand. This information is used to 

compute supply-demand ratios, which are used by the placement engine to transform 

regions. The transformations are directed at equalizing routing resource demand to the 

given supply. After placement, the wiring engine minimally modifies the region-trees to 

eliminate wiring congestion. Using the timing engine, an initial timing estimate of the 

route structures (and the design) is generated. These timing-annotated route trees are 

delivered to the route embedder to determine a solution that satisfies the timing and noise- 

margin requirements at each sink. The route embedder can request local modifications of 

route structures through the wiring engine. 

The wiring engine serves as the focal point for all wiring related computation, and 

enforces a routing topology on the placement, timing and routing engines. 

3.2.2   The Timing Engine 

The timing engine provides waveform estimates for a given i?C-tree to the wiring 

engine. The change in delay and amplitude of induced noise on an AC segment, due to 

crosstalk, is dependent on the temporal proximity and shape of the interfering waveforms. 

RC timing models that do not derive the output waveform delays and edge rates, are 

unacceptable for addressing crosstalk. The timing engine also provides feedback to the 

route embedder about delay-changes and noise due to crosstalk (see Figure 3.5). These 

estimates of crosstalk account for physical and temporal proximity over a range of design 

parameters. 
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Figure 3.5      Timing Engine services. 

CROSSTALK IMPACT 

The timing engine calculates waveform estimates for the route topologies pro- 
vided by the wiring engine. It determines the crosstalk-impact for the route 
embedder. 

Repeated invocation of the timing models, within the inner loops of the wiring 

engine and the route embedder, requires that they be simple and computationally efficient. 

The Elmore Delay (ED) metric shows high fidelity for RC-trees, implying it can 

accurately predict if one RC path will have greater delay than another. Yet it is inaccurate 

[113]. The sensitivity of crosstalk-impact to signal proximity and edge rates renders ED 

unacceptable. Asymptotic Waveform Evaluation (AWE) [39,40], is frequently used in lieu 

of ED to determine accurate waveform estimates. However, AWE suffers from the 

algorithmic complexity of numerical computation and the stability of its results [44, 5]. 

The timing engine implements an explicit three moment, two pole model, proposed by 

Tutuianu et al [109], for waveform estimation. 

Crosstalk impact is determined through an empirically derived model that accounts for 

temporal and physical proximity. Using an efficient table-lookup scheme to compute 

impact parameters, delay changes due to adjacent interacting waveforms and the 

amplitude of injected noise are efficiently determined. 
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3.2.3   The Placement Engine 

Minimizing congestion has the dual benefit of reducing potential sites for crosstalk 

and providing flexibility (area) for a detailed router to address crosstalk. In order to model 

congestion during placement, the wiring model used by the placer needs to approximate 

the routes produced by the routing engine. The objective functions of classical placement 

algorithms fail to adequately address congestion because they are inaccurate abstractions 

of wiring. Cheng et al, demonstrated a wiring model that accounted for wiring demand as 

a function of the net topology [17]. The model effectively reduced congestion when 

inserted into the cost function of an annealing based placement engine. 

Figure 3.6 depicts a framework that enables a quadratic placer to relieve congestion using 

actual route topologies while simultaneously solving for minimal wire length. Published 
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TRANSFORMATION 

Figure 3.6      Congestion Driven Quadratic Placement. 

The placement from the quadratic solver is partitioned into regions. The wiring 
engine generates global and internal routes, for these regions, to enable con- 
gestion estimation. Through these estimates, and the region transformation 
process, the quadratic solver accounts for congestion and refines the placement 
for the next iteration. 
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results by Parakh et al, demonstrate the effectiveness of the methodology in reducing 

congestion [90]. The wiring engine computes supply-demand weights through appropriate 

modeling of routing resources on a region-based routing graph. Repeated partitioning 

during quadratic placement allows this graph to converge upon a dense routing grid. The 

dynamic behavior of this routing grid supports increasingly accurate supply-demand 

modeling at each iteration of the algorithm. The wiring engine computes global demand 

by creating global routes between regions and derives internal demand estimates through 

heuristics. It provides the flexibility to enforce different route models and thus generate 

different congestion-driven placements. Further reductions in congestion, wire-length and 

area are obtained by incorporating relaxed pin constraints in the quadratic placement 

formulation. 

3.2.4   Route Embedding 

Instead of simplifying the crosstalk analysis for insertion into a detailed router, a 

route embedder attempts to model the detailed router. By doing so, the route embedder is 

able to simultaneously satisfy timing and noise constraints on a set of critical sinks. 

Furthermore, this is achieved without the combinatorial complexity of detailed routing. 

This is preferable to methods that effectively "search" for a valid routing solution using 

inaccurate crosstalk models. 

As depicted in Figure 3.7, timing-annotated RC -trees are input to the route embedder. 

The route embedder then computes the expected crosstalk at each sink on each net due to 

neighboring activity. The embedder makes use of the timing engine's ability to 

differentiate between noise and delay-change events. The utilization of a sink's slack (or 

noise margin), due to the expected crosstalk impact from source to sink, is used to 

determine the criticality of each sink. To satisfy crosstalk constraints, the expected spacing 

along the RC path to each critical sink is determined. This is achieved by solving a linear 
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Figure 3.7      Global Route Embedding for Crosstalk. 

The route embedder uses the timing engine to compute the expected crosstalk 
at each sink on each net due to neighboring activity. To satisfy crosstalk con- 
straints, spacings for the critical paths are determined. Violations are iteratively 
resolved through shielding and limited re-route. 

program. A crosstalk-violation occurs if a path does not meet its slack or noise-margin 

requirements. These paths are analyzed and the cause of their violation is determined. 

Timing violations are resolved through spacing wires and the introduction of ground 

shields. Capacity violations are satisfied by local routing modifications supported by the 

wiring engine. The resulting expected spacings and route refinements represent a route 

embedding that satisfies crosstalk constraints. 
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3.3     Summary 

This chapter introduces a design methodology in which crosstalk is addressed by 

managing a consistent view of signal spatial and temporal proximity. By maintaining this 

view, timing violations due to crosstalk become predictable and, therefore, avoidable. The 

Congestion-driven Quadratic Placement engine and Route Embedder are the primary 

components for satisfying crosstalk constraints. Their interplay is directed by a wiring 

engine that maintains and enforces physical and temporal constraints throughout the 

design flow. By addressing wiring congestion, the methodology is able to reduce potential 

crosstalk sites and relieve the burden on the route embedder. The wiring engine provides 

accurate wiring estimates derived from global routing for the placement engine. The 

methodology enforces these global routing structures throughout the flow. These route 

structures are annotated with timing and processed by the route embedder. The temporal 

information is calculated by an efficient and accurate timing engine, capable of modeling 

AC-trees and crosstalk impact. The route embedder uses the timing engine to derive the 

expected crosstalk impact at each sink. The timing engine accounts for noise and delay- 

changes through an empirically derived formulation. A solution to mitigate this impact, 

specified as spacing constraints for a detailed router, is generated by solving a linear 

program. These spacing allocations will satisfy the expected delay and noise constraints at 

each sink. 
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Figure 3.8      Design Methodology (detailed) 



CHAPTER IV 

CONGESTION DRIVEN QUADRATIC PLACEMENT 

This chapter introduces the relationship between crosstalk and wiring congestion. 

Wiring congestion, in a region SR, is defined by the ratio of routing demand to routing 

supply. Regions with congestion values greater than one (greater demand than supply) 

cannot be routed. With lower congestion values, a router will be able to provide adequate 

space around critical nets to reduce the impact of crosstalk, thereby helping to meet timing 

constraints. A variety of large designs are analyzed in this chapter to show the correlation 

between crosstalk and congestion. 

This chapter introduces and demonstrates an extension to quadratic placement that 

accounts for wiring congestion. The algorithm uses an A* router and line-probe heuristics 

on region-based routing graphs to compute routing cost. The interplay between routing 

analysis and quadratic placement using a growth matrix permits global treatment of 

congestion. Further reduction in congestion is obtained by the relaxation of pin 

constraints. Experiments described in the end of this chapter show improvements in 

wireability over standard quadratic placement. 

4.1     Correlating Congestion with Crosstalk 

A PowerPC Fixed-point Unit (FXU) [105] designed in the PUMA project at the 

University of Michigan was used as a vehicle for evaluating the correlation between 

congestion and crosstalk. The FXU, designed in a three metal 0.35)im CMOS process, 

75 
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Figure 4.1      A critical bus shown in white passing though congestion. 

The background shows a layout-capture of the execution unit in a fixed point 
microprocessor designed in a 0.35|im CMOS process for the PUMA project 
[89]. A critical bus overlays the layout. It passes horizontally through 850^im 
of congested cells and then vertically through 2000|im of congested routing 
channels. 

was initially inspected for correlations between congestion and crosstalk on critical paths. 

For example, Figure 4.1 explicitly shows a highlighted critical path flowing through 

850|im of congested cells and 2000um of congested channel area in the FXU's Execution 

Unit (EXU). The average coupled length on this path is of the same total magnitude. Static 

timing analysis predicted a standard deviation of 200ps for the edge generation times on 

the bus, and an average of lOOps slack on the receivers. There is no doubt that crosstalk 

could trigger timing errors. Therefore, reducing congestion will reduce the number of 

timing violations by enabling the router to space traces apart so that coupling does not 

extend propagation time through the wires. Restricting congestion analysis to the vicinity 

of critical paths can reduce the complexity of congestion management. 

In Figure 4.2, a congestion graph is generated for the FXU. The FXU is superimposed 

with a grid. The congestion at each cell is determined by the global routes passing through 

them. Cells with demand-supply ratios closer to one are congested, while cells with ratios 
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Figure 4.2      Critical net passing through congested regions in the FXU. 

The FXU is overlaid with its congestion graph. The colors in the graph indicate 
the density of the underlying routes. A path on a critical-net, from source to 
critical pin is shown (in white) passing through regions of high congestion 
(red). 

near zero are not. The figure shows a critical path traversing highly congested cells. It 

would be difficult to guarantee timing at the sink as it will not be possible to increase the 

space surrounding this net in the congested regions. 

Global routes from six different designs were investigated to determine the relationship 

between routing congestion and crosstalk. s5378 and sl5850 were selected from the 

ISCAS-89 benchmarks [21] and placed using Quadratic Placement (QP). These standard- 

cell groups were also placed with Linearized QP to produce s5378_l and sl5850_l. 

The EXU and FXU are block level netlists. Only their top-level routing was analyzed. 

Each placed netlist was superimposed with a grid. The congestion (ratio of demand to 
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Table 4.1  Probability of a critical path encountering congestion 

The probabilities of a critical path encountering varying amounts of congestion are 
listed. For each design, a significant amount of the critical paths (>95%) are 
congested by more than 25%. On average, nearly half of the critical paths have half 

jths passing t hrough co ngested regions. 

Design Avg./ 

Ratio of path congestion to path length 

0.10 0.25 0.50 0.75 
s5378 8.66 1.00 0.96 0.23 0.00 
s5378_l 4.44 1.00 0.97 0.75 0.31 
S15850 5.25 1.00 0.99 0.96 0.66 
sl5850_l 4.15 1.00 0.97 0.67 0.30 
EXU 11.72 0.99 0.94 0.45 0.04 

FXU 14.97 0.93 0.70 0.51 0.40 

supply) imposed by the global routes, on the grid cells, is computed. The value of 

congestion in each cell is bound between zero (no demand) and one (full demand). 

Therefore, the total congestion encountered by a path of length /, computed as the sum of 

congestion in each cell traced through by the path, cannot exceed /. The paths were then 

ordered by their timing criticality and the top 10% of these were selected for analysis. The 

total congestion encountered by these paths is then computed and normalized by path 

length. This ratio of path congestion to path length is a measure of the congestion 

encountered by a path. Table 4.1 lists the probabilities of these critical paths encountering 

congestion, varying from 0.1 to 0.75. The table shows that placing s 15850 with 

Linearized QP resulted in a 45% reduction in the number of critical paths that are 

congested by more than 75% (0.75). However, for s5378_l an increase in congestion is 

noted. This is indicative of the fact that minimizing wire-length does not necessarily 

address congestion. In these netlists, nearly 100% of the critical paths pass through some 

amount of congestion. On average, nearly 50% of these critical paths have 50% of their 

lengths passing through congested regions. 
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Correlating congestion with crosstalk on s5378. 

The scatter chart (a) plots the total congestion on a critical path versus its 
crosstalk-induced delay impact. The criticality of individual paths (points) is 
color coded by quartiles. Paths with greater congestion and higher criticality are 
impacted by crosstalk with greater severity. The histogram (b) shows the distri- 
bution of congestion encountered by the critical paths. 

Figures 4.3 to 4.5 correlate congestion with crosstalk, on these critical paths. The left plots 

compare the impact of crosstalk on a path with the encountered path congestion. The 

criticality of paths is color-coded by quartiles. The top fourth are colored blue, while the 

bottom are colored black. The histograms at the right present the data as distributions. 

Much about the structure of the designs can be determined from these charts. Pure 

standard cell designs have a continuous distribution of paths, and continuous distribution 

in congestion. The top level routing for the FXU, shown in Figure 4.5, is dominated by bus 

structures that disrupt the smooth distribution of the path lengths. However, a larger 

fraction of these routes (10%) have 90% of their paths traveling through highly congested 

regions. These results show that timing-critical paths tend to pass through congested 

regions, and as a result are subject to crosstalk effects. Therefore, these regions may 

become sources for timing convergence failure as they do not offer much freedom to a 

crosstalk conscious route methodology. 
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The scatter chart (a) plots the total congestion on a critical path versus its 
crosstalk-induced delay impact. The criticality of individual paths (points) is 
color coded by quartiles. Paths with greater congestion and higher criticality 
are impacted by crosstalk with greater severity. The histogram (b) shows the 
distribution of congestion encountered by the critical paths. 
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Figure 4.5      Correlating congestion with crosstalk on the FXU. 

The scatter chart (a) plots the total congestion on a critical path versus its 
crosstalk-induced delay impact. The criticality of individual paths (points) is 
color coded by quartiles. Paths with greater congestion and higher criticality are 
impacted by crosstalk with greater severity. The histogram (b) shows the distri- 
bution of congestion encountered by the critical paths. 
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The demonstrated correlation among congestion, timing criticality and crosstalk 

justify the need for a congestion-driven placement algorithm. The following sections 

detail two enhancements for addressing congestion within quadratic placement. 

4.2     Congestion Driven Quadratic Placement 

Deep sub-micron metallization is proving previous wiring-abstractions as 

inappropriate. The focus of CAD has changed from optimization of gates to the 

management of routing resources. A design that effectively uses its resources requires 

smaller area, while inefficient utilization leads to greater number of wire crossings, 

increased wire length and poor channeling. Since the advent of overcell routing, the goal 

of place and route methodologies has been to utilize all available active area to prevent 

spilling of routes into channels. It is this overflow of routes that accounts for an increase in 

area. Congestion-aware global routers avoid this by constructing a set of routing trees for 

all nets in the design that match the global supply of wiring tracks. Heuristics are then 

applied to manage local congestion and to improve the final route quality. Wang et al, 

favorably demonstrate the concept of supply and demand to guide global routers [29]. The 

objective of their global router is defined in terms of route uniformity and route density. 

This scheme, and others like it, are unlikely to achieve optimality because the quality of a 

routing solution is largely determined by the starting placement, with congestion 

occurring where demand exceeds supply. Thus rises the need to model congestion within 

placement. 

Typical placement objectives involve reducing net-cut costs or minimizing wire length. 

Due to their constructive nature, min-cut based strategies minimize the number of net 

crossings but fail to uniformly distribute them [130]. Quad-partitioning schemes, as first 

demonstrated in [136] did account for some global routing resources, but did not address 

supply nor account for internal routing. Congestion driven placement based on multi- 



82 

partitioning was proposed in [80], but was limited in the number of partitions due to the 

use of pre-computed Steiner trees. To the author's knowledge, congestion driven 

placement has not used information about congestion at a global level to update global 

placement. Alternatives to min-cut based schemes attempt to minimize wire length. The 

use of minimal wire length as a metric to guide placement has been successful but, it 

indirectly models congestion and the behavior of the router. Reducing the global wire 

length helps reduce the wiring demand, but it is oblivious to wiring supply. It is entirely 

possible for a minimum wire length solution to require more tracks for routing through a 

region than are available. Therefore, schemes such as quadratic placement (including its 

linearized form) which are based solely on wire length minimization cannot adequately 

account for congestion. A simulated annealer in [17] used wire distribution functions and 

net bounding boxes to model routing resource demand, but the complexity of its wire 

model precluded its use at a global level and forced the analysis to be performed in smaller 

blocks. 

The quadratic formulation for squared wirelength can be solved for a global minimum. 

However, the solution contains much cell overlap which has to be resolved by partitioning 

and appropriate constraints. Therefore, it is incapable of producing sufficient non-overlap 

to account for routing resources. This section develops a framework that drives quadratic 

placement to relieve congestion while simultaneously solving for minimal wire length. 

Supply-demand weights are computed through appropriate modeling of routing resources 

on a region-based routing graph. Repeated partitioning during quadratic placement allows 

the analysis to converge upon a dense routing grid. The dynamic behavior of this graph 

supports increasingly more accurate supply-demand modeling at each iteration of the 

algorithm. The current implementation of the supply-demand algorithm creates global 

routes between regions using an A* search [98] algorithm and computes internal costs 

using a line-probe [27] heuristic. However, this component of the algorithm can be 
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PINS 

CELLS 

Figure 4.6      First iteration of Quadratic placement. 

The positions of cells (rectangles) and pins (circles) of circuit s298 (Table 
4.2) after the first iteration of quadratic placement is shown. The positions of 
the cells are determined by solving Eq. 4.2. 

replaced with any appropriate route model. Further reductions in congestion, wire-length 

and area are obtained by the inclusion of relaxed pin constraints into the formulation. 

The next section presents the key concepts in quadratic placement. This is 

followed by a section that describes region-updating during quadratic placement along 

with the necessary framework for congestion analysis on a region-based grid. Results of 

this new methodology are then presented. 

4.2.1    Quadratic Placement 

Quadratic placement engines [52, 68, 51,135,101] solve an unconstrained 

minimization problem whose objective function O Jx, y) is the squared wirelength 

*» J *» J 
(4.1) 

where x and y are vectors of cell coordinates and a-- e {0, 1} represents connectivity 

between cells i, j. The optimal placement solution is found by solving: 

VO9(X,J0 = 0 (4.2) 
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This can be represented in two systems of linear equations, separable in x and y. By 

expansion and proper assimilation of common terms, Eq. 4.1 can be rewritten in the more 

familiar form of: 

*,(*) = ^xTQx + dT
xx (4.3) 

®q(y) = ^yTQy + dT
yy 

where Q is the n x n Laplacian matrix, with q{- = -a^ on the non-diagonal entries and 

X • _ , aij on tne diagonal entries. The vectors dx and dy originate from the locations of 

the coordinates of the pins and can be adjusted to include port locations on the cells. 

The solution for <bq tends to be grouped around the origin, as seen in Figure 4.6. In order 

to disperse the cell locations and resolve overlaps, the solutions are partitioned and 

iterated upon. Quadratic placement algorithms differ in their methodology with respect to 

partitions, i.e., their iterative approach. The PROUD [101] algorithm, calls its quadratic 

solver on individual regions, while treating the rest as fixed. Thus its solution quality is 

dependent on the order with which regions are selected. The GORDIAN algorithm [68], 

creates placement via global optimization. At each iteration, it minimizes the global wire 

length while constraining the regions to unique centers of gravity. This scheme is favored 

due to its global outlook on optimization. However, the squared wirelength metric has 

been show to be inferior because of the inconsistency with which it handles net lengths 

[51]. Longer wires get overly penalized, while shorter ones get under penalized. The 

GORDIAN-L [135] algorithm minimizes linear wirelength through iterative refinement 

after each call to the GORDIAN solver. By weighting each edge atj, with the inverse of 

the current iteration's wirelength, successive calls to the quadratic placer minimize for 

linear wire length. However, the computational cost of repeatedly weighting nets, with the 

inverse of their linear distance, until convergence is prohibitively expensive for large 

designs. 
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Figure 4.7      Center of gravity constraints. 

Locations Z\ and z2 are the centers of Region 1 and 2 respectively. Cells d, a 
and ß belong to Region 1, while e, y and T| belong to Region 2. Matrix H 
forces the center-of-gravity of the cells in Region 1 and Region 2 to coincide 
with Zj and z2 respectively {b). 

The quadratic placer used in this work makes use of the GORDIAN algorithm. Using the 

circuit's connectivity, a sparse set of linear equations is constructed, and solved, to obtain 

an (x(, y,) position for each cell. This is immediately followed by a partitioning phase 

which introduces a new center of gravity constraint for each region. The process is 

repeated, alternating in horizontal and vertical directions, until each region represents an 

individual cell. Generating center-of-gravity constraints for each region has the effect of 

distributing the cells. With each iteration, there is a doubling of the number of constraints, 

until each constraint represents an individual cell with a unique center of gravity. Thus, at 

a given level (/) of iteration, there may be q < 2 regions, each containing a unique subset 

of cells. The center of gravity constraints on the q regions are written as: 

Hxx = bx Hv = h (4.4) 

Each row, r, of the (qx.n) H (Figure 4.7), contains the normalized area of the modules 

within region r (each row sum is equal to one). Thus, the area-weighted mean of the 

coordinates within a region is required to correspond to the center of gravity of that region. 

Note that the columns of H contain one non-zero entry each. At each iteration, these q 

linear constraints restrict the movement of the modules to a 9?" ~ q subspace of 9?", by 
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fixing the location of one module per region, while permitting the rest a full freedom of 

motion. Therefore, x € SR , can be partitioned into q dependent (xd), and n-q 

independent variables (x{), which in turn partitions H into (q x q) dependent (D) and 

(qxn-q) independent (B) matrixes: 

Hx = [_D\B~\ and A: = (4.5) 

x is now rewritten as: 

*; = Zxd + x0 (4.6) 

with Z = -D {B 
I 

and x0 = -D \ 
0 

. Substituting Eq. 4.6 into O produces an SR"  q 

unconstrained quadratic problem in Xj: 

.{. minj \f(xt) = ycT
iZ

TCZxi + c7*,- (4.7) 

T T 
with c   = (Cx0 + dx) • Z  . C is the connectivity matrix with entry ci • set to one if 

modules / and j are connected and zero if not. ^(JC,) can be minimized by setting the 

Vv|/(.x.) = 0, and solving the (n - q x n - q) linear equation system ZTCZxi = -c. 

Back substituting JC- into Eq. 4.6 produces x. The entire process is repeated for the v 

dimension. 

These x and v solution vectors are used to aid the partitioner in generating new regions. 

G is partitioned into p' and p" by choosing half of the cells for p' and the other half for 

p", with ordering on the cells imposed by the solution vectors. Partition size and cut-costs 

are accounted for to improve the quality of the final placement. These partitions are 

maintained by adding a center of gravity constraint to each region. With further levels of 
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Figure 4.8      Center of gravity constraint example. 

Objects a, b and c are independent modules and of equal size (1). Object d is 
the dependent module (size 2). Moving the independent modules by Ax to the 
left forces d to the right, by 3 Ax/2, to maintain the center of gravity. 

partitioning, a non-overlapping distribution of the cells, influenced by the global outlook 

of the minimization function, will be obtained. However, since the numerical solver must 

guarantee the constraint, it can force certain cells to move contrary to minimizing <I>. This 

happens when the dependent cells (xd) have to guarantee a constraint through Eq. 4.6. In 

Figure 4.8, if the independent cells {a,b,c} were moved left by AJC , the dependent cell d 

would be forced right by (3Ax)/2. Such events increase the separation between the cells, 

without minimizing O. Quadratic placement would be more appropriate if the constraints 

on O maintained cells around their regional centers, yet allowing them to gravitate 

without unduly impacting the placement of their dependent cells. 

Finally, quadratic placement algorithms require pin locations, else they return a trivial 

solution with all cells at the origin. Graphically, the pins stretch the network of cells to 

induce a valid placement solution, and therefore, they have a strong impact on the 

solution. While it may be prudent to assign pin locations based on floorplanning, or 

through other top-down pin-placement approaches, the location (or order) of these pins 

may aggravate the placement. Consider the fact that incorrect pin ordering could twist the 

design and thus create congestion. In order to reduce congestion, the placement should be 

able to influence the pins. 
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Figure 4.9      Congestion driven Placement methodology. 

A placement from the quadratic solver is partitioned into regions. Then region 
based global and internal routes are generated. These routes permit the estima- 
tion of congestion. Using these estimates, and a region transformation process, 
the quadratic solver accounts for congestion and refines the placement for the 
next iteration. 

4.2.2   Congestion Driven Placement 

Figure 4.9 illustrates the congestion-driven placement methodology. Fundamental 

to this technique is the need to model congestion and to influence the quadratic placer with 

that metric. As in the GORDIAN algorithm, placement produced by minimizing the wire 

length metric is iteratively partitioned and re-placed with new center of gravity 

constraints. Before each successive placement, internal route estimation and a region- 

based global route are performed on each region to estimate supply-demand ratios. These 

ratios are used to influence the quadratic placer into growing (or shrinking) regions based 

on resource demand. Furthermore, congestion induced by incorrect pin ordering is 

relieved by relaxing the pin constraints from being fixed in both x and y, to being bound 

in a single dimension. Computing the internal and external routes takes much less time 

than a single minimization of <&. 
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Figure 4.10    Example of region growth relieving congestion. 

The initial vertical expansion converts some of the internal routes (gray) into 
vertical ones. A further compression may convert the remaining horizontal 
routes into vertical ones. The horizontal external routes (black) are not influ- 
enced by this process. 

4.2.3   Growing and shrinking regions 

Reduction in congestion occurs due to the ability of the model to transform 

horizontal routes into vertical routes and vice-versa. In Figure 4.10, if a region is deemed 

vertically congested, then a vertical expansion is performed. At this point, internal 

horizontal nets (Ax > Ay) could become vertical (Ax < Ay), thus relieving congestion. 

During the next iteration, if the region is shrunk horizontally, more nets from the previous 

iteration could become vertical, further relieving congestion. 

The positions of the independent cells can be affected by supply-demand ratios returned 

from the congestion estimator. This allows resource limited regions to be expanded (or 

reduced) to account for the wiring demand imposed upon them. The horizontal ratio is 

used to stretch the region in y, while the vertical ratio stretches the region along x. In 

Figure 4.11, vertical growth of region 1 is achieved by a growth factor of two. It is 

interesting to observe that the growth factor does not simply disperse the modules within a 

region. They have influenced cell positions while permitting the solver to minimize O. 
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Figure 4.11    Region growth due to weights. 

Region 1 is influenced by a vertical growth factor of two. Region 2 is not trans- 
formed. The result of the transformation is shown in (b). 

To introduce the awareness of congestion into the algorithm, an (n-qxn-q) diagonal 

growth matrix, G, with entry gu equal to the region weight for the independent cell xi is 

constructed. Define x- = Gxi. A global minimum of <J> that incorporates an awareness 

of congestion is obtained by substituting for x,- in Eq. 4.7 and solving: 

(G XZ)C(ZG~X)-xl = ~c' (4.8) 

T T   -1 
with c'   = (Cx0 + dx) G   Z. It is known that Z forms a basis for the positive definite C 

[68]. Since G is a diagonal matrix with positive diagonal entries, G~XZ will have the 

same form as Z and thus (G~ Z) C(ZG~ ) will be positive definite. Standard successive 

over-relaxation (SOR) or Krylov subspace solvers [45, 39] can be used to solve the linear 

system. 

The incorporation of the growth matrix into the quadratic placement algorithm is the key 

contribution of this methodology. 
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4.2.4    Computing the Growth Matrix 

After each quadratic placement, a new set of regions is generated by the 

partitioner. For each congestion analysis, a new routing graph is constructed using these 

regions. An important characteristic of this routing graph is its dynamic behavior. With 

each successive placement and partitioning, the granularity of the routing graph decreases, 

thus increasing the quality of the analysis, until a detailed routing graph is achieved. 

Furthermore, since the regions reflect well-connected cells, they form more appropriate 

routing graphs than those produced for an arbitrary pitch. This approach provides the 

appropriate amount of supply and demand analysis at each iteration. 

The supply created by each region R is separated into horizontal and vertical components: 

Rs and Rv
s, and cannot exceed the capacity for the region, which is determined by the 

v h 
horizontal and vertical metal pitch (g   and g ). Internal blockages, reflecting pre- 

allocated routing channels and port locations on cells diminish the supply. Each cell 
v h 

\i e R contributes jiy and \i*, to the total number of vertical and horizontal feed-thrus for 

the region. This amount is normalized to the width Rw (or height Rh) of the region, thus 

producing the incident supply of a region: 

Rv ^eR^f (49) 
1   <EMRM/«„ 

where \iw is the cell width. The horizontal component is expressed identically. 

Demand on each region is comprised of external, E(R), and internal, I(R), components: 

Rv
d = Ev(R) + l\R) (4.10) 
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Figure 4.12    Region external supply and demand components. 

The horizontal (E (R)) and vertical routes (EV(R)) comprise the external hor- 
izontal and vertical demand on region R. The horizontal supply is computed 
by dividing the height of the region (Ay) by the vertical pitch (gv). Vertical 
supply is similarly determined. 

The external cost originates from nets that span multiple regions and is computed by the 

region router. It is the sum of all region-routes that intersect it (Figure 4.12) and includes 

routes that terminate within it. In order to compute the internal-route cost, a heuristic that 

mimics a line-probe router is used. Using Figure 4.13 as an example, the internal cost for 

route a is one vertical track and three horizontal, while ß costs one horizontal and two 

vertical tracks. 

1 

1 
2          \ 

> 

VERTICAL ROUTE 

(a) 

HORIZONTAL ROUTE 

(b) 
Figure 4.13    Internal routing model. 

Due to the vertical aspect ratio of net a (a), the internal route model will gener- 
ate one vertical trunk and three horizontal branches (one per sink). Net ß is 
implemented with one horizontal trunk and two vertical branches (b). 
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Figure 4.14    Effect of fixed pin locations. 

Pin a imparts a vertical and horizontal force on module a. Similarly ß imparts a 
vertical and horizontal force on module b. The vertical force on module a and the 
horizontal force on module b unduly influence the placement. 

Once the supply and demand values for a region are determined, their difference 

determines the number of extra routing tracks required and therefore, the amount of region 
h growth (wR and wR) required to satisfy demand. 

(*;-*;>v WR=   1 - 
Ax (4.11) 

R 

h [Rh
s-Rh

d)-g
h 

Wn   =    1  
* AyR 

4.2.5   Relaxed pins 

The task of optimally assigning pin locations to a large block of standard cells is 

NP-complete. Consider the fact that the optimal pin location permits an optimal placement 

which is a known NP-complete problem. While classical top-down floorplanning does aid 

in establishing the locations of pins on a block, it does not consider the resultant effect on 

the block. A poor ordering of pins could, therefore, unduly "torque" the block thus 

creating congested regions. This effect can be very pronounced in quadratic placers, where 

the placement solution, ultimately, is derived from the locations of the pins. From Eq. 4.3, 
T T it is known that O(x) and <D(v), are functions of dxx and d y respectively, with each 

fixed pin imparting a dx and d  component to the layout. Thus pin a in Figure 4.14 pulls 

module a up as well to the right. It is obvious that module a will be unduly moved to 
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Figure 4.15    A* Router (in region center mode). 

The A* router initially orders the sinks by their distance to the source (a). The 
first sink is selected and routed to the source. The ordering is redetermined and 
the next sink is routed to the existing tree (b). This process continues (c), and 
terminates when all sinks are connected (d). 

minimize the vertical force on it. This effect can be nullified by setting the d  component 

due to a (and likewise the dx component for ß) to zero. This has the effect of allowing a 

to track a in the v direction, and ß to track b in the x direction. In experiments, this 

approach produced reductions wirelength of as much as 7% for quadratic placement and 

10% for linearized quadratic placement. Similar reductions in area were achieved, thus 

showing a reduction in congestion. 

4.3    Implementation and Results 

4.3.1    The Region Router 

Potential region router algorithms are numerous. The router should accurately 

estimate supply and demand while being computationally efficient. Furthermore, it is 

critical that the region router used in this methodology match the characteristics of the 

detailed router. Discrepancies between the characteristics of the two can lead to incorrect 

assumptions, causing the placer to create an inappropriate placement for the final route. In 

this preliminary implementation, routing on the region-based graph was performed by an 

A* algorithm [11]. The algorithm initially sorts the sinks in order of manhattan distance to 
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Figure 4.16    Global router on s298 in region center mode. 

The sink locations for the global routes (in green) are determined by their 
region centers. Individual cells are snapped into the regions for clarity. 

source. The farthest sink is selected and routed to the nearest edge on the current tree 

(Figure 4.15 and 4.16). The tree is then updated with the new edges and the ordering of the 

remaining nodes is redetermined. The process terminates when all nodes are connected. In 

this methodology, it is not essential for the router to be congestion aware, as the placer will 

yield solutions that permit direct routes. 

Two implementations of the sink lists can be considered: region-based and cell based. In 

the former, region centers are the sink locations for inter-region nets, while, in the latter, 

cell locations are used. An advantage of using region centers is the potential reduction in 

the number of sinks. However, this is accompanied by a loss of detail, as certain regions 

may not be intersected. This effect is reduced at finer levels of partitioning until the region 

centers correspond very closely to the cell locations. In the current implementation, routes 

are initially performed to cell locations. At later stages, a switch to region mode occurs, 

thus maintaining accuracy and efficiency. 
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4.3.2 Implementing the Supply-Demand Algorithm 

The following algorithm lists the steps required to compute the congestion on a 

region based routing grid. 

Inputs: Netlist, Regions and cell coordinates 

Outputs: Region weights 

1. sort cells by region number 
2. foreach region R   do 
3. snap region's cells to region 
4 .       compute feedthroughs 
5. foreach internal route r  do 
6. if horizontal route 

7. Rh
s-=  1, tf>=|r|-l 

else 

8. Rv
s-=  1, Ä* + =H-1 

endif 
endfor 

9. endfor 
10. generate external routes: E 
11. foreach external route e   do 
12 .      f oreach region reenR 
13. update external route cost 

endfor 
endfor 

14. foreach region R   do 
15. compute region weights 

endfor 
16. return region weights 

4.3.3 Results 

The congestion-driven algorithm, implemented in C, was incorporated into an 

existing quadratic placer provided by Cascade Design Automation1. The numerical 

routines for sparse matrix operations [128,45] were obtained through use of the Meshach 

1. Now owned by DUET Corporation. 
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Table 4.2 Benchmark information. 

The following netlists were obtained from the ISCAS-89 benchmark suite [21]. 

Module cells edges Module cells edges 

s298 133 404 si 494 653 2057 

s444 202 595 s5378 2958 7527 

s641 398 974 s9234 5825 14251 

sl238 526 1602 si3207 8620 21122 

sl423 731 2042 si5850 10369 25207 

si 488 659 2057 S35932 17793 49517 

library [39]. A subset of netlists from the ISCAS-89 benchmark (Table 4.2) were placed 

and subsequently analyzed. 

Global flow uniformity is expressed as the average supply-demand excess over all edges, 

and local flow uniformity as its standard deviation. When comparing two placements, a 

lower average reflects lower global congestion and a tighter standard deviation (smaller) is 

representative of greater uniformity. The goal of a routing resource driven placement 

algorithm should be to minimize the global, local and maximum flow excess. The final 

analysis is performed on a uniform grid. ADS, the demand-supply excess is computed for 

each grid node and is processed to determine the global maximum: max{ADS}, average: 

ADS and standard deviation: o(AD5). wlen is the total route length as determined by the 

A* global router. For the final analysis, the A* router generates internal routes as well. 

Table 4.3 lists the improvements in congestion, as measured by max{ADS}, ADS and 

G(ADS) over the benchmark set. With larger designs such as S15850 and s35932, the 

local reductions in congestion tend to have less effect on the global average and 

uniformity. Some benchmarks show an increase in congestion. This is due to the 

inaccuracy of the internal line-probe route model. 
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Table 4.3  Improvement with congestion analysis over quadratic placement. 

Each circuit is overlaid with a grid and demand-supply excess (ADS) is computed 
for each grid-cell. The improvement in total wire-length, maximum ADS, average 
ADS and variance of ADS over general quadratic placement is shown. The average 
improvement over the entire suite is show in the last row. 

Benchmark 

Percent Improvement 

wlen max{ADS} ADS <*(AD5) 

s298 0% 0.5% 2.2% 3.7% 
s444 4% 14.9% 26.5% 17% 
s641 6% 5.0% 21.8% 15.6% 
si 238 2% 9.1% 18.7% 15.6% 
sl423 2% 15.7% 6.6% 12.4% 
sl488 2% 8.5% 11.1% -1.9% 
si 494 2% 7.8% -6.0% 6.8% 
s5378 5% 8.1% 8.3% 3.0% 
s9234 2% 2.4% 2.5% 4.1% 
si3207 4% -8% 7% 3.0% 
S15850 -1% 5.8% 0.4% -0.8% 
S35932 0% 12.8% -0.1% 4.4% 
Average: 2.3% 6.8% 8.2% 6.9% 

Table 4.4 shows the effectiveness of relaxed pins in wire length reduction on a sample set 

of small to medium-sized netlists. The effect of the enhancement on both quadratic and 

linearized quadratic placement is shown. The wirelength and area reductions were 

obtained after detailed routing using an area router provided by Cascade Design 

Automation. 

4.4    Summary 

The relationship between crosstalk and wiring congestion was investigated. 

Various designs, ranging from large standard-cell groups to full microprocessors, were 

evaluated. For a given placement, the correlation between congestion and timing criticality 
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Table 4.4 Improvement in area and wirelength due to relaxed pins. 

The effect of the relaxed-pins on both quadratic and linearized quadratic- 
placement [135] is shown. Wirelength and area statistics were obtained after using 
an area router provided by Cascade Design Automation. 

Module 

Quadratic placement Linear Placement 

wlenq(\i) area (mils) wlerii(\i) area^mils) 

s298 0.8% -8.4% 9.3% 6.5% 

s641 -2.2% 0.2% 10.4% 3.1% 

si 238 7.1% 5.7% -3.7% -8.8% 

sl488 3.6% 2.5% 1.9% 2.3% 

sl494 2.1% -2.8% -1.9% 2.4% 

s5378 7.2% 4.2% 3.2% -1.1% 

s9238 7.0% 4.5% 3.9% -2.4% 

was determined; in all cases, a high degree of correlation was observed. For the 

benchmark set, 50% of the critical paths have more than 50% of their length passing 

through regions of high congestion. 

A methodology for integrating congestion into quadratic placement is presented. 

The inclusion of a growth matrix into the quadratic placement formulation permits the use 

of a routing model to resolve congestion while concurrently minimizing wirelength. 

Further reduction in congestion, reflected in wirelength and area reduction, is obtained by 

the relaxation of pin constraints. This implementation with an A* search router and line- 

probe heuristics showed up to 20% reductions in demand-supply excess over quadratic 

placement without congestion analysis. 



CHAPTER V 

CROSSTALK CONSTRAINED ROUTE EMBEDDING 

A route embedder minimally modifies a set of route structures while optimizing 

area and maintaining the form of the original route topology. A Linear Program 

formulation of route embedding for global routes with crosstalk constraints is 

implemented in this chapter. By satisfying timing and noise constraints at individual 

critical sinks, it permits the creation of a routing solution having no crosstalk violations. 

The standard method of addressing crosstalk by uniformly minimizing adjacent 

capacitance is rejected in favor of a method which uses an accurate crosstalk model that 

satisfies slack and noise margins, at the critical sinks. This is achieved by appropriating 

space or ground shields around critical traces. Routing capacity constraints are enforced to 

guarantee a routing solution. 

A detailed route embedder is also presented. The theoretical limits of crosstalk 

constrained route embedding are investigated through it. Implemented as a mixed linear 

program, it allows the solver to explicitly capture the behavior of a detailed router with 

linearized crosstalk constraints. 

5.1     Overview 

Most methodologies address crosstalk after generating a detailed routing. This is 

followed by analysis and re-routing where necessary. However, the complexity of detailed 

routing, parasitic extraction and crosstalk analysis followed by subsequent rip-up and re- 

route iterations can be prohibitive for large designs. In addition, the outcome can be 

100 
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unpredictable, as this iterative process arises from the unconstrained creation of a detailed 

routing solution. Not only is this method compute-intensive, but it also puts a burden on 

the designer who must determine limits on coupling capacitances. Without knowledge of 

signal temporality, timing slack and receiver noise margins, these solutions will be overly 

pessimistic and prone to suggesting an extreme area-delay trade-off. 

Published approaches for minimizing crosstalk fall into three distinct categories. The first 

approach modifies existing route structures to meet capacitance constraints [47, 88]. 

Unfortunately, this methodology is incapable of re-routing, so is limited to local 

improvements. The solution, therefore, will be limited by the initial detailed route. The 

second approach involves routing while minimizing coupling capacitance [64, 63]. 

Limited by the complexity of detailed routing, this approach is forced to compromise on 

the quality of crosstalk analysis. Both are confined to pre-determined route topologies and 

lack temporal information about the signals. The final method addresses crosstalk by 

minimizing coupling capacitance during global [121] and area routing [108]. They rely 

upon rip-up and re-route to satisfy crosstalk constraints. The simplified models of 

crosstalk for the aforementioned methods preclude a performance driven approach with 

guaranteed convergence. 

This chapter introduces a new approach to minimizing crosstalk. It satisfies 

constraints that permit a trade-off between physical and temporal proximity, thereby 

enabling a routing solution with no crosstalk violations. The chapter begins with an 

introduction to route embedding, followed by a brief description of the empirically derived 

crosstalk model and its applicability to route embedding. Next, the route embedding-based 

methodology itself is presented, followed by specific sections on the global and detailed 

route embedding. The chapter concludes with experimental results on various benchmark 

circuits and route topologies. 
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5.2    Route Embedding 

The complexity of detailed routing [72], makes concurrently minimizing crosstalk 

constraints prohibitive. This complexity is evidenced by a sampling of the tasks performed 

by a detailed router, which include: 

1. Creating minimum length connections, 

2. Adhering to design rules and electrical correctness, 

3. Minimizing the number of layers, bends and vias, 

4. Enforcing wire widths, and 

5. Following the global tree topologies while avoiding blockages. 

Simplifying the route topology through the use of channel or switchbox routing, for 

example, is the predominant method used to minimize the complexity of generating a 

detailed routing, while satisfying crosstalk constraints. This does, however, limit the 

applicability of the router in a design methodology. Other solutions attempt to dictate a 

detailed routing through assignment or adjustment of physical adjacency. These schemes 

are prone to increasing routing area because they do not consider wireability. 

Route embedding is a means of effectively modeling a detailed router without 

undertaking the entire complexity of detailed routing. Instead of simplifying the crosstalk 

analysis for insertion into a detailed router, the detailed router itself is abstracted. This 

way, only the fundamental task of generating non-overlapping route structures needs to be 

modeled. Route embedding works by attempting to express a routing solution without 

overlapping wires. This feature can be exploited to make route embedding 

computationally cheaper than a detailed routing. Abstraction allows the route embedder to 

target its analysis toward accurately satisfying timing and noise constraints. This is 

preferable to the previous methods that effectively "searched" for a valid solution using 
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rip-up and re-route procedures. Lastly, the route embedder simultaneously processes a set 

of route trees, permitting a global view of the task. 

In this chapter, two implementations of route embedding with crosstalk constraints are 

investigated. The first, applicable at the global routing stage, expresses a routing solution 

through a set of desired spacings for multiple critical nets. The second expresses non- 

overlap between route-trees through an zero-one Linear Program (LP) with linearized 

crosstalk constraints. Both models of route embedding accurately trade-off physical and 

temporal proximity to permit the creation of crosstalk free solutions. 

5.3     Crosstalk Impact Model 

For a given coupling length / and spacing s, Figure 5.1 shows that the change in 

wire delay (T) and noise (£) can be empirically curve-fitted to 

X = 5L± and £ = t± (5.1) 
s s 

where a and ß are curve-fitted technology parameters that are dependent on the coupling 

waveforms. rv is the victim-driver's output impedance. ae and ve are the edge rates of the 

waveforms. Let 8a be the arrival time difference (as measured between the 50% point of 

the signals) between the aggressor a and victim v normalized by the victim's edge rate, a 

and ß are non-linearly related to the arrival time and edge rates; we tabulate these values 

for table-lookup. When the nets are temporally orthogonal (i.e. their transitions do not 

overlap: |8a| > 0.5), noise becomes the limiting factor and a ß value is obtained by 

indexing the ß -table with ae and rv. When the transitions on the adjacent nets do interact, 

then there will be an impact on delay, so an a value is determined by indexing an a -table 

with da and the edge-rate ratio ae/ve. The edge rates are bound to an acceptable range as 

determined by designers and the technology (e.g.: between 200ps and 800ps) and 6a is 
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Figure 5.1      Model for crosstalk with simulated results. 

The schematic in (a) represents two coupled distributed-RC conductors. Simu- 
lation of the delay change in the victim line, due to the aggressor is plotted in 
(b). Simulation of the amplitude of noise injected onto the victim by the 
aggressor is plotted in (c). Section 2.3.1 on page 43 describes the simulation 
methodology in detail. 

bound to -0.5.. .0.5. The bounding condition applies for both tables. Values within the 

tables are determined by a linear-interpolation. A computationally efficient table lookup 

will therefore predict the curve fit parameters for all crosstalk behavior under these 

predefined conditions. 

5.4     Crosstalk Constrained Route Embedding Methodology 

The proposed methodology, depicted in Figure 5.2, begins by overlaying a global 

routing solution with a grid. Each element of the grid is called a gcell. A static timing 

analyzer capable of modeling these global trees is invoked to obtain slack values at each 

sink. Additionally, each net is annotated with waveform parameters (delay, edge-rate) at 

each gcell. As described in Section 2.4.3, the RC trees are modeled using an exponential 
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Figure 5.2      Crosstalk Constrained Route Embedding methodology. 

After timing analysis of the global routes, paths that violate their specifications 
(timing and noise-margins) are processed by the global route embedder to sat- 
isfy crosstalk constraints. Unsatisfied paths are resolved through appropriate 
shield insertion and local modifications (re-routing). 

input extension to an explicit three-pole model [109]. Temporal information for each net at 

each gcell is used to derive the expected impact at each sink. The criticality of these sinks 

is determined by their magnitude of slack and noise margin violations. Timing-annotated 

nets are processed by a linear system solver. The solver in-turn processes a Linear 

Program (LP) constrained by the timing and noise margins at all critical sinks. Capacity 

constraints are enforced to guarantee a routing solution. The solution will define spacing 

constraints that satisfy the timing and noise margins. Nets may be re-routed if routing 

capacity constraints are breached. If crosstalk constraints are not satisfied, the expected 
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Figure 5.3      Constructing the RC equivalent of a global tree. 

The net in (a) is overlaid with a gcell based grid. Each gcell traced by the net is 
replaced by an RC component (R   • C   ) (b). 

impacts are refined, and a new LP is generated and solved. This process continues until 

timing and capacity constraints are satisfied. The resultant spacings and gcell refinements 

represent a route embedding that satisfies crosstalk constraints. 

5.5    Global Route Embedding 

5.5.1    Initialization 

The global embedder begins by overlapping the placement expression with an 

(nxm) grid of gcells. The global trees provided by the placement engine are then traced 

over the grid, assigning nets to gcells. Let §c be the set of nets passing through a gcell c 

and |(()c| be the number of nets passing through c. For each net traced, the AC -tree 

equivalent is constructed by assigning a constant resistance (Rgc) and capacitance (C   ) 

at each gcell as shown in Figure 5.3. These values are calculated as: 

/ 
R*c = P" • T^ ond Cec = 

net 
gc 

£K ' lgc • wnet     2   £K ' lgc ' *0 

h: 0 >0 

(5.2) 
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where p}, SQ , h}
0 and TQ are the resistivity, minimum spacing, height and thickness of the 

expected layer v for the net. Anet and wnet are the cross-section area and width of the net 

(passing through the gcell). lgc defines the length and width of the gcell. This RC circuit, 

when loaded with sink capacitances is processed by the timing engine to determine the 

arrival time and edge rate at each gcell. The timing engine also computes the slack at each 

sink. 

5.5.2   Expected Crosstalk Delay Impact 

The interaction of a net with its neighbors as it passes through a set of gcells is 

modeled by extending Eq. 5.1 to compute the expected delay impact at each sink. The 

expectation value of a function f(x) \ is defined to be 

</(*)> = £/(*) •/>(*) (5.3) 
X 

where P(x) is the Probability Distribution Function (PDF) for x and Y P(x) = 1.0. 

Define nk as the set of gcells that describe the path from its source to sink k for a given 

net n. For example, in Fig. 5.3 icj2 = {g0 0, gx 0, g2 0}, where g( . is the gcell indexed 

at row i and column j.Ln
k =  n"k is the path length from source to sink k. Let <bn

k be the 

set of nets passing through all the gcells in rc]!. The delay impact is derived from the 

subset of nets O" k c <E>£, which switch with n. From Eq. 5.1 and 5.3, 

"*>  =   -ni     8 (5-4) 

is defined as the expected delay impact at the sink, (a ' > is the expected a-parameter 
n k 

and (s ' ) is the expected spacing that would mimic the coupling at each gcell along Kk. 

1. For discrete x only. If x is continuous then </(*)> = jf(x) ■ P{x) ■ dx 
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Figure 5.4      Using expected values to approximate multiple coupling. 
n k The expected delay-impact parameter (a ' > is the average of the gcell impact 

parameters. 

Figure 5.4 motivates the translation of Eq. 5.4 to account for these multiple couplings. 

This is achieved by, 

(       (a)    1 > 

\cen"t\
sc)    Lk) 

(       (a)\ 

\cenl\sc/J 

(Ll ■ lj Jk   lgc) (5.5) 

■ I 
gc 

where <a"> is the expected a-parameter for the net within the gcell c, and (s") is the 

expected spacing around n in the gcell c. It is expected that each gcell will contain only 

one edge of n and therefore <a") is not required to differentiate with k. Since the nets 

within a gcell are equally likely to be adjacent, the impact PDF for any net n, passing 

through gcell c will be the inverse of the total number of nets. Hence, 

e€i l*c 
a n.<t»c 

(5.6) 

states that the expected impact within a gcell is the average of the a-impact factors 

between net n and all other nets j passing through c. These a values are obtained 
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through the appropriate a -table lookup. With the inclusion of a factor of two, to account 

for two possible adjacencies per entry within the gcell, Eq. 5.5 can now be reduced to 

(fit)      =     Lk 

2   a V c 

l]c (5-7) 

This equation is initially evaluated with the expected spacing for each net n, through each 

gcell c with (s") = SQ . The process begins with all nets minimally spaced apart on their 

expected layer y. Let the slack at each sink be S"k. The delay-criticality of this sink is 

computed by Sk/(xk). A sink is critical if this ratio is less than one. Define 0 as the set 

of critical sinks. Furthermore, let T be the set of gcells covered by the paths to the sinks in 

0. 

5.5.3   Expected Crosstalk Noise Impact 

Devagan et al, showed that the total noise on a line is upper-bounded by a 

superposition of the individual noise sources [33]. It becomes clear that the total expected 

noise impact to sink k is the summation of all expected crosstalk noise, due to the nets 

4>^ tc$j, along the path %k. 

<© =   S <© (5-8) 

Similar to Eq. 5.6, the expected noise-impact (£"), on the net n in gcell c is dependent 

on the noise impact PDF. Therefore, 

rc| {s.) ee 

As before, this equation is initially evaluated with the expected spacings set to SQ . The ß 

factors are obtained through appropriate lookups into the ß -table. The factor of two 
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accounts for the two possible adjacencies. Define Mn
k as the nose-margin of sink it on net 

n. All sinks with Mn
k/(t,"k) > 1.0 are added to 0. 

5.5.4   Computing An Embedding 

Sk and Mn
k as the acceptable slack and noise-margin at sink it of net n. The 

crosstalk constraints (x"k) < S"k and (£j) < AfJ! must be satisfied. This result is achieved 

when an LP solves for the expected spacings while satisfying crosstalk and capacity 

constraints. Each (s"c) represents a linear variable in the LP. The objective function 

minimizes the total spacing required to satisfy the LP: 

mini Vh0,  ^ (s") (5.10) 
cenk 

For each path nk to the sinks in 0, crosstalk constraints are asserted by 

( n,*\ 
2 • a V c 

jew!     (sc> 

■l2
gc<Sn

kand (5.11) 

f        2.£^ 

Vc e "-* U (ö 
l2gc<M"k (5.12) 

Eq. 5.11 and 5.12 guarantee the slack (Sn
k) and noise margin (Af£) requirements at each 

sink. Each gcell with a critical path is constrained by its available supply of routing tracks: 

VceicJ,  £ «# + <)</gc (5.13) 
n € 

where wc is the width of net n passing through gcell c which measures /„ on a side. 

Finally, each spacing variable is trivially constrained by V(n, c), </) > s\ y 
c' -"0- 
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Figure 5.5      Linearization of \/(s"). 

The l/(^") curve is linearized through three tangents. The tangents are 
derived from the first order Taylor's approximation to 1 /x centered at 
{1,4/3,2}. 

Both Eq. 5.11 and Eq. 5.12 are non-linear constraints due to the \/(s"). They are 

linearized by a first-order Taylor's series approximation to 1 /x centered at SQ , - ■ SQ and 

2 • JQ (see Figure 5.5). By introducing o" as a slack variable for each (s"), Eq. 5.11 can 

be transformed into 

5>: "><t»c lgc < Sn
k and (5.14) 

<c e Jt,. 

Iß: n.<t>c       n 
c ac 

\ 
l\c<M\ 

J 
(5.15) 

with the approximation to l/(s") represented by three linear constraints: 

n    2 ■ (x ■ s0) - (sn
c) 

<re > 
(x ■ s0y 

Pfe|l,|,2 (5.16) 

This LP formulation requires 2 •      ^T     Ln
k linear variables. The linearization of each 

V(n,*)€0 
(s > requires three constraints. Each path will have one slack and one noise margin 
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constraint. In addition, each gcell is bounded by one capacity constraint. This leads to a 

total of 

V(/i,*): 3-^ + 2-|0| + |r| (5.17) 

linear constraints. 

5.5.5   Resolving an Unfeasible Embedding 

Figure 5.6 illustrates the process by which an unfeasible global embedding LP is 

resolved. A violation occurs when a path does not meet its slack or noise margin 

requirements. The paths and variables that do not satisfy constraints are analyzed. First, all 

"><K- )«.*< (s") greater than PQ + S^ have their impact parameters ac' ' and ß"'   ' set to zero. py
Q is 

oc '     = 0 

Iffc - o 

RE-ROUTE & 
RE-EMBED 
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LP SOLVER 

No 

FORCE SHIELDS? 

No 

LOCATE MOST 
CONGESTED PATHS 

DONE 

Figure 5.6      Iterating to satisfy violated crosstalk constraints. 

A violation occurs when a path does not meet its slack or noise margin require- 
ments. Shields are inserted to reduce the impact of crosstalk on unsatisfied 
paths. The Linear program is updated and solved. Paths that do not meet con- 
straints are minimally re-routed through un-congested gcells. Finally, a new 
embedding is generated and solved. 
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the minimum pitch on layer y. This is equivalent to running a ground shield or a signal 

with orthogonal temporal locality adjacent to the net. Then slack and noise-margin 

constraints are re-evaluated. If constraints are still not met, sections of violated paths, 

passing through regions of congestion are minimally re-routed through un-congested 

gcells. After re-timing, the impact parameters are updated and a new embedding LP is 

generated and solved for. This process continues until the crosstalk constraints are 

satisfied. 

5.6    Detailed Route Embedding 

This section investigates the theoretical limits of route embedding and determines 

its complexity and behavior. 

Any description of routing which contains route-edge relationships (adjacencies) 

is of invaluable aid in addressing crosstalk. In the previous section, we showed that this 

information could be approximated (modeled) by computing expected spacings. The 

calculations that lead to expected impacts are a result of a "smoothing function" (the 

impact PDF). Since it only models the probable adjacency, an explicit trade-off between 

noise and delay cannot be made. 

The detailed route embedder, on the other hand, models the combinatorial complexity of a 

detailed router by limited reconfiguration of the input route topologies. By doing so, it is 

able to explicitly model the adjacencies and therefore create an exact impact PDF. The 

detailed route embedder is formulated as a Mixed Integer Linear Program (MIP). This 

allows the solver to explicitly capture the behavior of a detailed router. Linearized 

crosstalk constraints are appended to the formulation. Any feasible solution of this MIP 

will, by definition, satisfy all crosstalk constraints. All integer variables are binary (0/1). 

Each change in a binary variable represents an attempt to reconfigure the route topologies. 

Permuting through the possibilities effectively captures the combinatorial behavior of a 
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Figure 5.7      Modifying route topology while satisfying constraints. 

Alternatives I and II depict minimal topological changes that satisfy crosstalk 
constraints in the original route topology. The third alternative minimizes the 
impact of crosstalk at the expense of maximum topological change. The first 
two alternatives are preferred. 

detailed router attempting to define non-overlapping adjacencies. The MBP uses a 

"minimal change" objective function which constrains the solution space and speeds up 

the search (Figure 5.7). 

As with any linear program, the detailed embedder shown in Figure 5.8 is implemented as 

a set of linear constraints on a linear objective function. The linear program solver CPLEX 

[15] is used to solve the system. The constraints are classified into topological and 

crosstalk constraints. Topological constraints express the connectivity of the route trees 

which must be binary and Manhattan (only 90° angles). Through binary variables, the 

topological constraints permit the expression of the various feasible route permutations. 

The crosstalk constraints are sub-divided into edge and path-based constraints. The edge- 

based crosstalk constraints are pivotal in constraining the overlap and spacing between 
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Figure 5.8      Structure of the detailed embedder. 

CPLEX is used to satisfy the linear program for detailed embedding. The min- 
imum change objective function is constrained by topological and crosstalk 
constraints. Topological constraints enforce the tree structures and guarantee 
non-overlap of edges. The crosstalk constraints enforce timing and noise-mar- 
gin specifications by constraining the overlap and spacing between edges. 

edges to satisfy linearized crosstalk constraints. The path-based crosstalk constraints 

ensure that the sink slack and noise margin requirements are met. The following sections 

describe the setup and generation of these constraints in greater detail. 

5.6.1   Expressing Route Structures 

As illustrated in Figure 5.9, each route tree is expressed as a set of constraints on 

edges: T = { C, E}. In the case of the example tree, C = {cv c2, fx, f2, /3} and 
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Figure 5.9      Expressing trees and edges in the detailed embedder. 

The structure of the tree in (a) is described by the connectivity constraints 
{fp f» A» c,, c2} on the edges {ex ...e4}. 

Terms ea and eb represent the variable dimension (x) of the horizontal edge in 
(b). Term ec varies in the vertical dimension (v). 

E = {el,e2,e3,e4}. The edges of the route tree correspond to physical wires in the 

design. Since the edges describe manhattan geometries, each edge ee E can be 

represented by four variables: (ea, eb, ec, ej . A distinction between horizontal and 

vertical edges is made. Variables ea and eb describe the varying dimension of the edge. 

ec is the value of the constant dimension and therefore represents the v co-ordinate when 

e is a horizontal and the x co-ordinate when e is vertical. ew is the width of the edge. The 

route model is gridless, thus permitting greater flexibility for precise solutions to the 

crosstalk constraints. Each edge possesses a default edge constraint eb>ea. This 

simplifies the connectivity constraints and the overall formulation. 

Each connectivity constraint permits some freedom of movement to its edges, allowing the 

tree to take on different but similar topologies. Three types of connectivity constraints, 

which are sufficient for expressing all manhattan route structures (when rotations are taken 

into account), are defined. They are: F, Land T (see Figure 5.10). For example, the L 

constraint limits a horizontal/vertical pair of edges (h, v), by asserting ha = v   and 
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Figure 5.10    Connectivity constraints for the detailed embedder. 

The L constraint (a) asserts ha = vc and vb = hc. The F constraint (b) fixes 

v   to p(x) and vb to p(y). The T constraint (c) asserts that h''   and h''   be 
t t 2 

horizontal aligned and vc = /ia'  . 

vb = hc. The F constraint fixes one end of an edge (source/sink) and the T constraint 

ensures connectivity between two orthogonal edges. The flexibility of the topology can be 

increased by the insertion of L jogs, but, such insertions only increase the problem 

complexity while offering marginal improvements due to problem constraints. 

5.6.2   Enforcing Non-Overlap 

To the solver, non-overlap of edges is expressed by representing edge overlap as an 

unfeasible solution. As shown in Figure 5.11, non-overlap between an edge pair (g, h) 

can be expressed by asserting (gc = hc) A {{gb < ha) v (ga > hb)), which states that two 

EDGE OVERLAP 

I ^^^—m   iCCT Sb <h a 

8a ^^^^^■■i i >hb 

8c 
|„. .„„. 1                        AnnvF >K 

1 

(b) 

(c) 

(d) 

BELOW  gc<hc     (e) 

Figure 5.11    Enforcing non-overlap of edges. 

The overlap of edges g and h (shaded) is an infeasibility (a). The edges can 
only possess the same track (gc = hc) if g is to the left (b) or right of h (c). 
Alternatively, g is required to be above (d) or below h (e). 
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edges can occupy a given track if they are to the right or left of each other. This can be 

asserted with the aid of four binary variables and the following linear constraints: 

0 < cgt[g, h] + clt[g, h] < 1 (5.18) 
0<agb[g,h]+bla[g,h]<\ 
1 < cgt[g, h] + clt[g, h] + agb[g, h] + bla[g, h]<2 

where cgt[g, h] = gc>hc, clt[g,h] = gc<hc, agb[g,h] = ga>hb and 

bla[g,h] = gb<ha.Eq. 5.18 asserts that if cgt[g,h] + clt[g,h] = 0 (gc = fcc),then 

agb[g, h] + bla[g, h] is forced to one. This equation requires g to be left or right of h by 

constraining agb[g, h] + bla[g, h] = 1. The assignment of the four binary variables is a 

non-linear process which is linearized using the "big-M" notation. For example, cgt[g, h] 

is set by asserting: 

gc-hc>A[g,h]-(\-cgt[g,h])-M    and (5.19) 
hc-gc-e>-cgt[g,h]-M 

where A[g, h] is the spacing between edge g and h. M is a large enough number such 

that setting cgt[g, h] to one(zero) makes the second(first) equation trivial. Similar 

constraints are setup for the rest of the binary variables. 

Fixed blockages (modules) can now be introduced into the formulation. To the solver, they 

represent solution infeasibilities for the edges. Similar to the non-overlap of edges, each 

edge-block pair will require four additional binary variables. Only if the edges can be 

embedded around blockages are the binary variables for blockages introduced. In each 

case, the trees are pre-processed to determine the bounds (range) of each edge. The 

process begins by bounding the range of each edge by propagating the connectivity 

constraints through its tree. For example, in Figure 5.9, the horizontal edge e3 is vertically 

bound between fx and f2 ■ Therefore its vertical range is expressed as 

Rv\.e?} = U\x, /2J • Define Qh to be the set of horizontal edge-pairs with non-overlap 

constraints. Each pair of (ht, hj) e Qh, satisfies the condition 
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Rv[hi]nRv[hj]*0 (5.20) 

and are constrained with the non-overlap constraints. Similar sets, £lv, and conditions 

^/,[v,] n Rh[v:] * 0 are generated for vertical edges. The edge-blockage pairs are placed 

in set O. Let Eh c Qh and 5V c Qv be the set of horizontal (vertical) edges that are 

tagged for crosstalk constraints. 

5.6.3   Linearizing Crosstalk Impact 

The LP implementation for crosstalk is divided into edge based and path based 

constraints. The edge based constraints allow the solver to trade-off temporal and physical 

proximity between a pair of edges. From Section 2.3.2, the linearized expression for 

crosstalk impact between two coupled lines is implemented as 

Vie{l...n}: X[g,h] = yi + vr A[g, h] +dr x[g, h] +fs-M (5.21) 

where the three variables A, A, and x represent the spacing, overlap and delay impact 

between two edges {g, h} e Eh u Sv. fs is a binary variable that invalidates the 

constraint if g and h are separated by more than twice the minimum pitch. This allows for 

shielding between g and h. A is constrained to be greater than the minimum spacing and 

x is defined to be greater than zero. y{, v,-, dt are constants, described in detail in Section 

2.3.2. X[g, h], the edge overlap variable, is a non-linear variable defined in Figure 5.12. 

Its linearization requires two additional binary variables. For brevity, the linearization of 

A. is omitted. Noise constraints between the crosstalk edge pairs are added using a form 

identical to that of Eq. 5.21, after assigning the appropriate constraints and substituting C, 

for x. 

The path-based crosstalk constraints guarantee the total impact at a sink will not violate 
k k slack and noise constraints. Let nh and %v represent the set of horizontal and vertical 
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Sb-K Sb-ga 
hb~ha hb-Sa 

Ug,h] = min(gb,hb)-min(ga,ha) 

Figure 5.12    Edge overlap as defined by the detailed route embedder. 

The shaded area represents the overlap between different configurations of 
adjacent edges g andh. Term X[g, h] is the length of the overlap region. 

edges, respectively, that define the path to sink k. The following constraints assert the 

slack and noise margin requirements: 

X      X     T^+ S      I     -c[v,e]<Sk (5.22) 

X       I     CEM1+ £      2     ttv,e]<Mk (5.23) 

where Sk and Mk are the slack and noise-margin bounds at sink k. 

5.6.4   The Detailed Embedding Objective Function 

While there may be a number of feasible non-overlapping solutions, a relative few 

will be minimally changed from the original route structures. The route-embedder solves 

for the edge-variables while minimizing their change (Aec) as follows: 

mini X Aec I such that (5-24) 
leeE        J 

Aec^ec-ec     and (5.25) 
Aec^ec~ec 
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where ec is the original value of ec. This forces the embedder to adhere to the original 

route topologies while satisfying crosstalk constraints. 

5.6.5    Complexity 

The complexity of the detailed embedder formulation lies in the combinatorial cost 

of permuting edge locations to find a route embedding that satisfies both timing and noise 

constraints. This becomes apparent through the branch and bound method used by the 

solver to find a feasible integer assignment for the binary variables. Reducing this 

combinatorial complexity allows less-optimal solutions to be quickly found. 

For each edge-pair, four binary variables are required to implement non-overlap and four 

more to avoid blockages. Each edge-pair tagged for crosstalk constraints requires two 

binary variables to help calculate the overlap length and one more to enforce shielding. A 

quick breakdown of these variables shows that eight binary variables are required to 

perform the embedding while just three are needed for crosstalk analysis. Furthermore, the 

binary variables for crosstalk analysis exist solely to cope with the changing state of the 

routing. Table 5.1 lists the number of these variables by type and constraint-type. Thus, 

there are 4|Q| + 4|0| binary variables to guarantee non-overlap. With N nets and an 

average of e overlapping edges per net, this can be modeled as 0((N ■ e)2). There are 

3|S| binary variables to assist in computing the crosstalk constraints. As before, 3c edges 

Table 5.1  Breakdown of variables in the Detailed Embedder. 

Term \E\ is the number of edges processed by the detailed embedder. Term N is 
the number of nets, each having an average of e edges needing non-overlap 
constraints. Term x is the number of edges per net requiring crosstalk constraints. 

Constraint 

Variable Type 

Linear Binary 
Routing 0(\E\) 0«N-e)2) 
Crosstalk 

0«N-x)2) 0«N-xf) 
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per net requiring crosstalk constraints need 0((N ■ x)2) binary variables. Each edge 

e e E, requires three variables (ea, eb, ec) to be solved. However, analysis of the 

connectivity constraints shows that it is sufficient to solve for the ec variables only. 

Continuing, for each edge pair in E, variables for overlap-length, spacing and timing (or 

noise) are required. Therefore, the detailed route embedding formulation requires 

0(3|E| + |£|) real and 0(N2 • {e + x)2) binary variables. 

The following section documents an attempt to systematically reduce the number of 

binary variables. 

5.6.6   Hierarchical Reduction 

A hierarchical approach can be taken to reducing the number of binary variables. 

First, a weighted undirected impact graph / = (N, T) is created. Figure 5.13 shows the 

process on a sample graph. Each node n e N, of / is a net. Each edge of the graph 

(n,-, riß e T, is weighted with the coupling cost of its two nodes. The lack of an edge 

implies that the nets never overlap. The coupling cost between two nets n;, n • is the 

(b) 

Figure 5.13    Partitioning an Impact graph. 

Nodes n j... n4 represent nets being embedded. The weight of each edge in the 

impact graph (a) is the crosstalk cost between its two nodes. IMST is a mini- 

mum spanning tree for / (b). A partitioning algorithm then subdivides IMST 

into Pj and P2 (c). Partition Px contains nl and n3, while partition p\ con- 
tains n2 and n4. Each is individually embedded. 
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oW\ 

<%\ 

«f/ 
Figure 5.14    Complexity at each level of a bottom-up rebuild. 

A subset of the rebuild process is shown. First, at the lowest level (/ = 2), the 
2 2 2 four partitions P, ...PA are individually embedded. At the next level, P, and 

2 1 1 P2 are merged to produce P,. Eventually the embedding of P, is merged with 
l o the embedding of P2 to create the final input (Pj) for the embedder. 

increase in delay (or magnitude of noise) if the two nets were routed maximally adjacent 

to each other. Then a minimum spanning tree of /, IMST »*s calculated. IMST is 

partitioned into k groups, such that an optimal embedding for each group can be obtained 

in reasonable time. Therefore, at the lowest level /, each partition P-, will need a fraction 

(1 /k) of the binary variables. Each partition is then embedded and the relative ordering of 

the edges (the values of the binary variables) is saved. The groups, chosen two at a time, 

are merged to create the next level / - 1, P; u PI + j -» P(,~+1)/2 • Thus from Figure 5.14, 
2 2 1 Pj and P2 are merged to produce Pj. By allowing the groups to merge, while 

maintaining their own original order at higher levels, refined solutions are permitted to 

develop. The complexity, as a function of binary variables at each level, is reduced by 

noting that the relative ordering of the edges within each group is maintained by fixing the 

values of the binary variables from the previous groups. This requires each level to carry 

only half the number of binary variables. For large n, this is still unacceptable. However, 

if the levels are abutted and not merged, an obvious speedup will be achieved. The 
2 2 complexity of this implementation will be 0(N ■ (e + x) /k), and can be linear in N 

with the appropriate selection of k. 
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Figure 5.15    Detailed embedding benchmarks. 

The topologies of the result (RBus) and common data bus (CDBus) were 
extracted from the FXU. The figures are not drawn to scale. Each bus structure 
is 16-bits wide. Timing data (arrival time and slack) for the embedder was gen- 
erated by the TACTIC static timing analyzer. 

5.6.7   Experiments with Sample Route Structures 

Figure 5.15 depicts two 16-bit bus structures from the FXU [89] that were 

processed by the detailed embedder. The detailed embedder generated valid solutions that 

satisfied a range of slack and noise margins. Table 5.2 lists the time (on a Sun Ultra-1) 

taken to solve the linear system and the required routing area to satisfy the crosstalk 

constraints. The slack values at the sinks and departure times at the source were obtained 

through the static timing analyzer (TACTIC) by Cascade Design Automation. The slack 

Table 5.2 Detailed Embedding Results. 

The increase in area is relative to the starting conditions of Ins slack for the RBus 
and CDBus pair, and the starting condition of 400ps slack for the XBus example. 
The embedding was performed on a Sun Ultra-1. An increase in processing-time 
and area to satisfy the tighter constraints is observed. 

RBus and CDBus XBus 

Slack Time (m) Area (fim2) Slack Time (m) Area (|xm2) 
Ins 7.3 94090 400ps 4.3 112978 
300ps 9.2 +3.91% 300ps 5.2 +2.37% 
200ps 12.1 +4.35% 200ps 7.4 +3.40% 
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values were scaled to observe the trade-off made to satisfy crosstalk constraints. For the 

XBus, a 50% tightening of slack requires a 3.4% increase in routing area. For the RBus 

and CDBus, an 80% reduction of slack was satisfied by a 4.35% increase in routing area. 

The large amounts of time required by the MIP solver are primarily attributable to its 

inefficiency in handling binary constraints. The solver relaxes the binary attributes of the 

variables in Eq. 5.18, treating the expressions as linear equations and not logical 

statements. 

5.6.8   Summary of the Detailed Embedder 

A detailed embedder with linearized crosstalk constraints was developed. Through 
2 

this model, the 0{N ) complexity of detailed route-embedding with crosstalk constraints 

is realized. A hierarchical methodology to address this complexity is demonstrated. 

Experiments with two 16-bit bus structures from the FXU demonstrate the method. The 

detailed embedder produces a minimum-change minimum-area embedding for a range of 

performance bounds. The inefficiency of the solver in processing pure binary constraints 

limits the scope of the formulation. 

5.7    Global Embedder Implementation 

A global embedder (groute) was implemented in C++. Its user-interface was 

built using tcl/tk. The interface enables the user to generate routes, perform selective 

rip-up and re-route procedures and general route analysis. 

Figure 5.16 shows the user interface for the global embedder. After loading the placement 

and global route information, congested gcells are appropriately highlighted using their 

supply/demand ratio. The timing engine can be invoked to perform a timing analysis of the 

netlist. It first annotates the route trees with their RC -delays (to each sink), and then 
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Figure 5.16    groute: Graphical User Interface. 
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Figure 5.17    groute: Histograms for the FXU. 

These sample histograms were generated by groute. The histogram in (a) 
shows the distribution of slack on the FXU. The cycle time was set to Ins. The 
histogram in (b) shows a distribution of wire-delay change, due to crosstalk. 
More than 50% of the nets will double their delay due to crosstalk. 

proceeds to use these delays for slack computation. Timing information related to the 

selected nets are displayed on the left panel and on the layout. The global embedder also 

displays various statistics for a given routing solution. For example, Figure 5.17 shows the 

net slack and crosstalk impact histogram for the top-level routing of the FXU. A majority 

of the nets have 400ps of slack, however, there are about 80 nets with less than 200ps of 

slack. The second histogram shows that a large number of these nets will have their delays 

substantially increased due to crosstalk. 

5.8     Global Embedding Results 

Table 5.3 lists the pertinent statistical data for the benchmark circuits. The designs 

were embedded using the SIA-1999 predicted technology [1]. The benchmark designs 

were selected for their size as larger netlists tend to have longer paths that require crosstalk 

constraints, s 15850 was processed by the placement-engine to produce a lesser 
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Table 5.3  Global Embedder Benchmark statistics (1999 SIA Technology). 

The following designs were embedded to satisfy crosstalk constraints. The designs 
may intermix standard cells with block objects. The total number of nets, unique 
paths (from source to sinks) and cells is listed. Design si5850 was obtained from 
the ISCAS benchmark. The other designs were obtained via the PUMA group 
[89]. 

Design Type Nets Paths Cells 

Size 

{mm ) 
Avg. critical 
path / (|nm) 

sl5850 Cell 10369 13928 8620 1.21 110.3 
sl5850_c Cell 10369 13928 8620 1.20 87.2 
MS8 Cell & Block 423 777 250 + 2 0.10 332.6 
NNC Cell & Block 15239 31465 14825 + 2 4.10 424.6 
EXU Cell & Block 4461 9951 3822 + 3 9.83 492.2 
FXU Block 2322 2322 17 47.8 1257.5 

congested placement in sl5850_c. Design NNC is the core of a image-recognition 

neural-net chip. The MS8 is a micro-controller. The EXU (Execution Unit) is a large 

functional block within the Fixed-point Unit (FXU) of the PUMA project [89]. Both 

contain less paths than the standard-cell groups, however, their average path-length is 

greater. 

The global embedder processed each design from Table 5.3. The results of the first 

iteration through the solver are listed in Table 5.4. Data for the total area required to satisfy 

crosstalk (^ < s")), the number of shields inserted, the percent of unsatisfied paths and the 

average percentage of violation is presented. The second iteration following rip-up and re- 

route satisfied all constraints. 

The correlation between crosstalk and congestion, demonstrated in Section 4.1, is 

validated by comparing sl5850tosl585 0_c. A reduction in the number of unsatisfied 

paths and the average amount of their violation is noted. This is because the global 

embedder can to introduce more spacing (and shields), to satisfy crosstalk constraints, in 
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Table 5.4 First iteration through Global Route Embedding. 

Data for the total area required to satisfy crosstalk (]T (.?")), the number of 
shields inserted, the percent of unsatisfied paths and the average percentage of 
violation is listed. The crosstalk constraints for each design were scaled to 
simulate the impact of tighter design specifications. Tighter constraints were 
satisfied by increasing the total spacing and number of shields. 

Design 
Constraint 
multiplier 2<0 Shields 

Specification Violations 

Paths not 
satisfied (%) 

Average 
violation (%) 

S15850 1.0 1156.6 0 0.0 0.0 

0.9 1306.8 36 1.8 6.5 

0.8 1555.5 32 1.7 17.5 

0.7 1868.5 24 2.1 25.4 

sl5850_c 1.0 998.6 0 0.0 0.0 

0.9 1073.8 63 1.2 4.3 

0.8 1435.7 72 1.3 6.7 

0.7 1733.4 96 1.5 8.2 

MS 8 1.0 92.1 0 0 0 

0.9 100.9 0 0.8 0.1 

0.8 113.5 9 1.1 0.7 

0.7 129.7 16 1.4 1.7 

NNC 1.0 2335.6 0 0.0 0.0 

0.9 2693.3 0 0.8 0.1 

0.8 3335.1 9 1.1 0.7 

0.7 3925.4 16 1.4 1.7 

EXU 1.0 2634.2 128 0.0 0.0 

0.9 2877.9 247 0.0 0.0 

0.8 3197.8 229 0.0 0.0 

0.7 3684.6 385 0.0 0.0 

FXU 1.0 978.3 155 0.0 0.0 

0.9 1027.7 130 0.0 0.0 

0.8 1147.4 147 0.0 0.0 

0.7 1312.5 135 6.0 2.0 

an uncongested design. This explains the increase in ~^(s") for sl5850_c when the 

multiplier is scaled to 0.8. 
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Figure 5.18    Trade-off between area and crosstalk severity. 

The global embedder satisfies tighter crosstalk constraints by increasing the 
total spacing V (s"). 

The constraints on the critical paths are scaled to simulate the impact of tighter design 

specifications. For example, a constraint multiplier of 0.7 reduces the slack and noise- 

margins on all critical-sinks by 30%. With the multiplier set to 1.0, the global route- 

embedder generated solutions that did not require re-routing for each design. Increasing 

the severity of the crosstalk constraints causes the global embedder to further allocate 

spacing and insert shields. Figure 5.18 displays the trade-off in area made by the global 

embedder as the severity of the crosstalk is increased. This is accompanied by an increase 

in the number of unsatisfied paths, and the magnitude of their violation. In the case of the 

FXU, with a multiplier of 0.7, 6% of the paths did not satisfy their constraints by a 

negligible 2% on the first pass of the embedder. 
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5.9     Summary 

Route embedding is presented as a new method for addressing crosstalk. This 

approach minimally modifies a set of routes to satisfy timing and noise for individual 

sinks. The traditional method of addressing crosstalk by minimizing coupling capacitance 

is rejected in favor of an accurate crosstalk model. Coupled with this new crosstalk model, 

a global route embedder with performance driven crosstalk constraints is implemented. 

The global embedder satisfies slack and noise margins, at the critical sinks, by computing 

expected spacings, inserting shields and selective re-route through uncongested regions. 

This approach, implemented as a Linear Program, precludes the creation of a routing 

solution with crosstalk violations. Capacity constraints guarantee a detailed routing 

solution. Experiments on large standard-cell groups and the top level routing of a 

microprocessor validate the method. The global embedder satisfied crosstalk constraints at 

critical sinks for a range of performance goals, demonstrating a trade-off between area 

(spacing and shields) and crosstalk. A 30% tightening of constraints on the FXU required 

a 34% increase in routing area. A correlation between crosstalk and congestion is 

validated. With uncongested designs, the global embedder is better able to limit the 

number of paths requiring re-routing and their average crosstalk-violation. 

Through the detailed embedder the theoretical limits of crosstalk constrained route 

embedding are investigated. Implemented as a mixed linear program, it allows the solver 

to explicitly capture the behavior of a detailed router with linearized crosstalk constraints. 
2 2 

The 0(N • (x + e) ) complexity of this formulation is addressed by a partition and re- 

build scheme. Experiments with 16-bit bus structures from the FXU demonstrate the 

capability of the detailed embedder. Minimum-change and minimum-area embeddings for 

a range of performance bounds are generated. In one case, the detailed embedder resolved 

a 50% tightening of crosstalk constraints through a 3.4% increase in routing area. 



CHAPTER VI 

CONCLUSIONS 

The dissertation focuses on a design methodology for addressing capacitive 

crosstalk. Crosstalk is a severe problem in the field of Very Large Scale Integrated-circuit 

(VLSI) design where aggressive scaling of interconnect pitch has lead to increased 

capacitance between adjacent traces, causing non-linear interactions evidenced as timing 

violations and erroneous circuit activity. Upcoming process technologies are driving 

towards tighter metallization, increased clock frequencies, smaller voltage swings and 

longer interconnect. Each of these trends will increase the impact of capacitive crosstalk. 

Estimates on coupling show this impact will double during the next decade. 

This dissertation presents a physical design methodology that accounts for 

crosstalk with accurate and consistent estimates of wiring constraints throughout the 

design flow. By maintaining a consistent view, the methodology makes violations due to 

crosstalk predictable, and therefore, avoidable. 

This final chapter summarizes the contributions of the research and submits suggestions 

for future work. 

6.1     Contributions 

This work makes contributions in the field of crosstalk-constrained physical 

design. It is the first to address crosstalk throughout the physical design process. It has 
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made advances in crosstalk modeling, design methodologies, routing congestion, 

quadratic placement, and route embedding. 

6.1.1 Crosstalk Modeling 

The dependence and sensitivity of crosstalk impact on waveform parameters such 

as arrival time and edge-rates was determined. A simple and extensible model capable of 

predicting both crosstalk noise and delay changes for coupled RC lines, is presented. The 

model is shown to be accurate to within 8% for wire-delay, and 10% for noise. Use of this 

model is more effective at satisfying performance constraints that the ubiquitous metric of 

minimizing adjacent capacitance. A linearized form of this crosstalk model, with accurate 

bounds on the linearizing-error, is derived. This allows a linear solver to trade off physical 

and temporal proximity when satisfying performance-driven crosstalk constraints. 

6.1.2 Crosstalk Constrained Design Methodology 

The concept of a wiring engine that maintains and enforces a consistent view of 

routing is introduced. It enforces wiring constraints throughout the design flow, making 

violations due to crosstalk predictable, and thus avoidable. By addressing wiring 

congestion, the methodology is able to reduce potential crosstalk sites and relieve the 

burden on the later routing steps. The methodology innovates by enforcing these global 

routing structures throughout the flow. These route structures are annotated with timing 

information and processed by the route embedder. A solution which mitigates crosstalk on 

critical nets is generated by computing spacing and inserting ground shields. These 

resource allocations satisfy the expected wire-delay and noise constraints at each critical 

sink. 
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6.1.3 Correlation between Congestion and Crosstalk 

The correlation between congestion and crosstalk was shown on designs ranging 

from large standard-cell groups to the top-level routing of a VLSI microprocessor. In each 

case, a high degree of correlation is observed. On average, 50% of the critical paths in 

these benchmark designs have more than 50% of their length passing through regions of 

high congestion. Minimizing congestion reduces potential sites for crosstalk and provides 

flexibility (area) for a detailed router to use in addressing crosstalk. The correlation 

between crosstalk and congestion motivates the need for congestion-driven placement 

when addressing crosstalk. 

6.1.4 Congestion Driven Quadratic Placement 

A methodology for integrating congestion into quadratic placement was presented. 

The inclusion of a growth matrix into the quadratic placement formulation permitted the 

use of a routing model to reduce congestion while concurrently minimizing wirelength. A 

further reduction in congestion, reflected in wirelength and area reduction, was obtained 

by relaxing pin constraints. Together, these approaches showed up to 20% reductions in 

congestion. 

6.1.5 Global Route Embedding 

A new method of mitigating crosstalk-impact, route embedding, was presented. 

Route embedding modifies a set of route structures to satisfy timing and noise constraints, 

while minimizing area and maintaining the form of the original route topology. Equations 

for the expected timing and noise impact at critical sinks were derived. The global 

embedder satisfies slack and noise constraints by computing expected spacings and 

inserting grounded shields. Routing capacity constraints are enforced to guarantee a 

routing solution. The trade offs between area (spacing) and crosstalk impact were 
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presented for designs ranging from large standard-cell groups to the top-level routing of a 

VLSI microprocessor. The formulation was tested by tightening the crosstalk constraints 

down to 70% of their original values. In all cases, the methodology generated an 

embedding that satisfied crosstalk constraints. Tightening the crosstalk constraints for the 

microprocessor by 30%, resulted in a 34% larger embedding and required a re-routing of 

6% of the critical paths. These paths did not satisfy their crosstalk constraints by a 

negligible 2% on the first pass of the embedder. All crosstalk constraints were met after a 

re-routing of the unsatisfied paths through lesser congestion. 

6.1.6   MIP Detailed Route Embedding 

A Mixed-Integer Linear Program (MIP) that implements a model of route 

embedding with crosstalk constraints was developed. The formulation minimally modifies 

route structures while satisfying crosstalk constraints. The binary variables in the MIP 
2 

define an upper-bound 0(N ) complexity of routing with crosstalk constraints. Two 

multi-sink bus structures, extracted from the top-level routing of a microprocessor, were 

embedded. The embedder satisfied a 50% tightening of crosstalk-constraints through a 4% 

increase in routing area. 

6.2    Future Work 

This work described in this dissertation not only contributes original ideas to the 

area of crosstalk-constrained physical design, but also exposes potential avenues for 

further research in congestion-driven placement and detailed routing. 

6.2.1    Crosstalk-constraints within Congestion-driven Placement 

The Congestion-driven Quadratic Placement algorithm makes use of global routes 

provided by a wiring engine to estimate the global demand of wiring resources. The 
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demand imposed by the global routes could be made to include the expected spacings 

needed to satisfy crosstalk constraints. The global route algorithm could be extended to 

account for crosstalk by accounting for signal activity in each region. This would involve 

merging the global route embedder into the wiring engine for the congestion-driven 

quadratic placer. This would eliminate the need for rip-up and re-route in the global 

embedder. 

6.2.2   A Gridless Crosstalk-Constrained Detailed Router 

The global embedder would benefit from an gridless area-router. The grided area 

router, presented by Tseng et al in [108], could be converted to a gridless one for the 

purposes of constructing the solution determined by the global embedder. This would 

enhance the current methodology by generating the final routing solution. It would 

provide insight into the accuracy of the global embedder's estimates of expected crosstalk- 

impact. 

6.3     Summary 

This dissertation is the first to address crosstalk throughout the physical design 

process. It proposes a new crosstalk model that enables performance driven crosstalk 

constraints. The correlation between crosstalk and routing congestion is shown and a 

Congestion-driven Quadratic Placement methodology is presented. Finally, a new method 

of mitigating crosstalk, Route Embedding, is presented. It satisfies crosstalk constraints on 

critical paths by computing expected spacings and inserting grounded shields. 

This dissertation has presented a physical design methodology to address 

crosstalk. Accurate estimates of wiring and crosstalk-constraints are maintained 

throughout the design flow. This consistent view makes violations due to crosstalk 

predictable and therefore, avoidable. 
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